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 In data mining, the application of grey wolf optimization (GWO) algorithm 

has been used in several learning approaches because of its simplicity in 

adapting to different application domains. Most recent works that concern 

unsupervised learning have focused on text clustering, where the GWO 

algorithm shows promising results. Although GWO has great potential in 

performing text clustering, it has limitations in dealing with outlier 

documents and noise data. This research introduces medoid GWO (M-GWO) 

algorithm, which incorporates a medoid recalculation process to share the 

information of medoids among the three best wolves and the rest of the 

population. This improvement aims to find the best set of medoids during the 

algorithm run and increases the exploitation search to find more local regions 

in the search space. Experimental results obtained from using well-known 

algorithms, such as genetic, firefly, GWO, and k-means algorithms, in four 

benchmarks. The results of external evaluation metrics, such as rand, purity, 

F-measure, and entropy, indicates that the proposed M-GWO algorithm 

achieves better document clustering than all other algorithms (i.e., 75% better 

when using Rand metric, 50% better than all algorithm based on purity 

metric, 75% better than all algorithms using F-measure metric, and 100% 

based on entropy metric). 
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1. INTRODUCTION 

Data clustering refers to a method of classifying a set of items into several groups wherein each 

single group contains items with high similarity in terms of the distance between the features of each  

item [1]-[4]. It has been used in different applications dominions such as wireless sensor networks, text 

classification, and analysis of Twitter data [5]-[7]. Two types of clustering approach, namely, partitional 

and hierarchical, can be constructed [8]. Items in partitional clustering groups are based on the similarity 

among the items. This clustering group is spherical,  wherein each item is placed in a single cluster. The 

data are divided into a set of clusters where the similarity among the items within a cluster is high and 

differ from the other items that belong to another cluster [9]. A distance-based similarity measure is used 

to determine the degree of similarity among the items to produce the clustering assignment. Partitional 

clustering approach includes center-based, grid-based, model-based, and density-based clustering [10]. 

Center-based clustering constructs spherical groups represented in the center of the cluster [11]. The center 
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of cluster is a metaphor that is calculated as the average distance among all items within the cluster (i.e., 

centroid) or when clustering is performed according to medoid-based clustering  (i.e., medoid) [12]. 

Medoid-based clustering considers the center of each cluster as the medoid that represents one instance 

that belongs to the dataset. Grid-based clustering divides the dataset into different numbers of cells for 

various resolutions, wherein a cell level corresponds to a level of resolution [13]. Each cell represents a 

statistical value that is calculated and used to answer queries. The advantage of this approach includes its 

ability to deal with high-dimensional space [14]. However, the performance of the algorithm is based on 

the grid size, which is lower than the dataset size. For highly irregular data distributions, the use of single 

uniform grid is insufficient to obtain the required clustering quality or fulfil the time requirement. Model-

based clustering method attempts to optimize the fit among mathematical models and data [15]. This 

method characterizes the description of data groups where each group appears with a class. The main 

challenges in model-based clustering include the curse of dimensionality problem, the initial selection, and 

the problem of estimating the number of parameters [15]. In density-based clustering, the algorithm groups 

the data item based on the dense regions by identifying the high- and low-density areas [16]. The 

algorithm can handle noise, detect outliers, and identify clustering shapes. However, it has difficulty in 

dealing with high-dimensional data and different level of densities within clusters. These difficulties can 

limit the clustering performance of the algorithm such as low accuracy due to wrong clustering  

assignment [16], [17]. Hierarchical clustering is performed using either agglomerative or divisive 

hierarchical approaches [18]. The former performs oppositely, that is, clustering is performed by 

computing the similarity between clusters and then joining the two most similar clusters until one single 

cluster is observed. The latter works in reverse manner, that is, a tree is constructed by dividing the dataset 

into sub-clusters recursively until each data item represents a single cluster. The advantage of the former 

over the latter is its suitability for text clustering because it reviews the data as a hierarchy of nested 

quality clusters and does not require the number of clusters, which is a drawback of partitional  

algorithm [19]. Hierarchical clustering performs clustering based on the proximity matrix, which is 

calculated using the distance between each point. The distance between each point can be measured using 

three methods, namely, single, complete, and average linkages. The single linkage in hierarchical 

clustering can be measured based on the shortest distance between two elements that reside in two 

different clusters. The complete linkage in hierarchical clustering is the longest distance between two 

elements that reside in two different clusters. The average linkage in hierarchical clustering is the average 

of the sum of the distance between each element in a single cluster to every element in the other cluster.  

In any clustering approaches, the assessment of clustering tendency focuses on the feasibility of 

the clustering analysis to determine whether the data can be meaningfully clustered or not [20]. 

Hierarchical clustering is more suitable in inducing the clustering tendency of data than the partitional  

one [21]. The hierarchical clustering algorithm visualizes data as a hierarchical tree that illustrates the 

fusion or division in each stage because the tree contains nested clusters. As mentioned, the hierarchical 

clustering approach is classified into agglomerative and divisive methods [22]. The agglomerative method 

begins by merging distinct clusters (items) based on similarity until a single cluster that contains all 

members is obtained. The divisive method performs a series of partitions that contain single clusters and 

separates them into multiple sub-clusters successively. The important issue that arises in agglomerative 

clustering is how to obtain the tree that is used to explore the individual items from the partition. To the 

best of the author’s knowledge, the hierarchical tree may contain different resolutions at each level of the 

tree that corresponds to the number of clusters [23]. Thus, estimating the number of optimal partition and 

deciding the optimal cut level of a dendrogram can be challenging [24]. Other problems in the hierarchical 

clustering involve the outliers that directly affect the accuracy of the results. Outlier refers to a data item 

that does not fit into any cluster. Outliers are objects with low connectivity in opposition to those with 

high connectivity in the intra-cluster region. The hierarchical clustering is sensitive to outliers because 

many terms are not represented by all documents after pre-processing [13], [25].  

Different related works on text clustering for several optimization algorithms have been proposed 

in the literature. Literature shows different approaches, such as density- and centroid-based clustering, that 

are used to produce the documents clustering tree.  In 2015, related work has proposed a text clustering 

algorithm to determine the density of peaks [26]. The algorithm was implemented by calculating text 

distance and density, which were based on the calculation of the text vector similarity. Vector space model 

(VSM) was used to express text to obtain the vector mapping for the similarity calculation. The local 

density and distance from the points of higher density of each text are determined, the noise points are 

removed, and the cluster centers are selected. However, cluster centers obtained based on centroid-based 

approach are sensitive to outliers and noise points. Other related works used density-based algorithms to 

perform hierarchical clustering [27]. The number of parameters needed in the density-based method is 

reduced by using the k-means algorithm. Average and single linkage algorithms are improved and 
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combined with density-based methods, which reduce the time complexity required in the end. Evaluated 

results showed improvement when k-means and single linkage are compared. However, the algorithm 

performs density-based clustering without attending to outlier problems as part of its solution.  

In 2010, other related work proposed the maximum capturing algorithm [28], which consisted of 

two procedures, namely, constructing document clusters and assigning cluster topics. The first procedure, 

which is employed for groups, documents pairs with the largest similarity in the dataset as one single 

cluster. The second procedure utilizes groups with the most frequent item sets of each cluster presented as 

topics of the cluster. Similarly, it adopts frequent item sets for documents when measuring instead of VSM 

to use the power of frequent item sets in handling document size. The similarity measure for documents is 

calculated in three ways: the number of frequent item sets, the total weights of frequent item sets, and the 

asymmetrical binary similarity between their frequent item sets. The evaluated results conclude a better 

performance when compared with other methods. Other research proposed a hybrid algorithm that 

combines density and partitional clustering [29]. Hybridization aims to overcome the effect of high time 

cost on the density-based spatial clustering of applications with noise (DBSCAN) algorithm. It utilizes the 

k-means algorithm for partitions of the dataset as the first stage and then employs the Max–Min method to 

select points for the DBSCAN algorithm as the second stage. The results of the proposed algorithm 

outperformed the original DBSCAN. The quality of result is sensitive because it is based on the pre-

defined number of clusters that should be assumed by the user. Moreover, the algorithm is sensitive to 

outliers.  

In 2016, other related work proposed an agglomerative hierarchical clustering that employed a 

new clustering validity index performed on the basis of two concepts, including dispersion and synthesis  

degrees [30]. The first calculation differentiates the intra-cluster compactness and inter-cluster separation, 

whereas the synthesis degree sums intra-cluster compactness with inter-cluster separation. The ratio of the 

clustering dispersion degree and clustering synthesis determines the quality of cluster according to the 

level of partition in agglomerative hierarchical clustering. However, the clustering ratio can be calculated 

in the final stage of the agglomerative hierarchical clustering results. The hybrid algorithm contains 

divisive and agglomerative-performed text clustering [31]. It contains the advantage of both algorithms. 

This hybridization solves the problem of local minimum produced in the hierarchical clustering due to the 

difficulty in re-joining items in different stages. In the first stage, a greater total number of clusters than 

the actual number is produced. Obtained centroids are merged to form actual clusters that are considered 

the second stage of hybrid algorithm. Results are sensitive to the initial number of clusters, outliers, and 

noise. Research has been conducted to determine the optimal number of clusters in hierarchical clustering 

by proposing a new cluster validity index to find the best partition [32]. The proposed method extends the 

search space to find the extended partition. Thus, it is a new clustering validity index called context-

independent optimality that can be used to find the best partition in hierarchical clustering. However, this 

study uses a validity index that calculated the similarity on the basis of centroid-based approach, which is 

sensitive to outlier and noise data. The partitional and hierarchical approaches have been hybridized to 

overcome disadvantages of both algorithms [33]. A modified k_mode algorithm performed partitional 

clustering based on a pre-defined number of clusters as the initial stage. Meanwhile, the final stage 

performed agglomerative clustering to construct a hierarchy tree. However, the proposed hybrid algorithm 

produced unstable results. Similarly, a hybrid method between partitioning around medoids (PAM) and 

divisive hierarchical clustering, in which the number of main clusters is determined using Davies Bouldin 

index (DBI) value with an optimal number of clusters if the results minimize the DBI value, was  

proposed [18]. Based on the obtained number of clusters, PAM performs partitional clustering followed by 

divisive hierarchical clustering to conduct the final results. Other studies proposed a hybrid hierarchical 

clustering algorithm to improve the time complexity of hierarchical clustering algorithm. The proposed 

algorithms perform clustering as the first step using k-means algorithm [34]. Subsequently, objects within 

each cluster are clustered hierarchically by using the exact agglomerative hierarchical clustering algorithm. 

The time complexity of agglomerative hierarchical clustering was improved in terms of time. However, 

the result is critical and dependent on the first stage, which may produce or contain local minimum results.  

In 2012, other related work proposed a divisive approach to solve high-dimensional space  

problems [35]. The proposed algorithm consists of two phases. First, the original dataset is divided into 

two sub-clusters to measure the homogeneity of new clusters to determine whether the partitioning should 

be continued or whether the original cluster need to be retained. Second, stability is determined by 

substituting the location of one member of a cluster to another. If the quality improves, then partitioning is 

performed. Otherwise, the cluster remains in the same cluster. The main challenge in hierarchical 

clustering involves handling the huge collection of data, which causes high computational cost. Other 

research improved the efficiency of hierarchical clustering by building a hierarchy algorithm based on 

adjacent points in clusters with a centroid [35]. To reduce the overall computational cost, the proposed 
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algorithm combines partitional and agglomerative clustering when k-means is used for partitional 

clustering. The process begins by assigning data objects to the appropriate centroid and generates a 

number of clusters called middle-level clusters. Agglomerative clustering is applied on the obtained 

centroids to generate clustering hierarchy. The evaluated results clearly demonstrate improvements in 

terms of computational cost when compared with the standard agglomerative hierarchical clustering 

method. Other related works use ant colony optimization (ACO) algorithm to perform numerical clustering 

similar to what PAM algorithm do [36], [37]. However, the proposed method, such as in [34], [35], have 

high limitation, that is, no information about the best medoids can be identified, and the algorithm does not 

swap the medoids during the run. Such phenomenon is known as the medoid recalculation process that 

exists in PAM algorithm. The medoids are randomly generated, and clustering assignment is performed. 

The limitation of swaping does not allow more regions to be found in the search space with more optimial 

clustering assignments. As an optimization algorithm grey wolf optimization (GWO) has been used for 

different applications domains due to its simplicity to adapt in any optimization algorithm [38]-[43]. It 

successfully showed promising results such as in wireless sensor [44], resource allocation in cloud 

environment [45], classification [45], feature selection [46], and other optimization problems [47], [48]. 

Following the same procedure, GWO has been employed for document clustering, wherein the algorithm 

performs text clustering based on centroid-based clustering [49]. However, although the algorithm shows 

remarkable results for text clustering, it has a limitation in dealing with datasets that contain outlier text 

document, specially if documents have few terms when compared with other documents contain several 

terms that represent different key information about the meaning of the documents. 

Data that contain outliers increase dissimilarity among each cluster and may result in an algorithm 

that produces inaccurate results. Text clustering suffers in identifying local outliers because many terms  do 

not appear in all documents after the pre-processing step. Thus, the algorithm that produced hierarchical 

clustering should avoid outliers. Alternatively, the algorithm may use a pre-processing step to overcome 

this problem such as using other methods to remove the outliers.  From this point, the proposed algorithm 

uses medoid-based clustering, which is an initial phase for data clustering, followed by agglomerative 

approach, which represents the data of each cluster as an agglomerative hierarchical tree. Selecting 

medoid-based approaches is better than opting for centroid-based ones because of the presence of noise 

and outliers in the data. The search space of medoid-based approaches is lesser compared with that of the 

search space of the centroid-based one where it is limited to the number of instances in the dataset. The 

limitation in [49] leads to the use of GWO algorithm to group a set of documents into different number of 

clusters based on medoids-based clustering, which is better than what was used by [49] in dealing with 

outlier documents and noise data. Medoid calculation process, which is a limitation in [36], [37] wherein 

the proposed algorithm will swap the medoids between the wolves to keep the best medoids during the 

algorithm run and find more regions with better document clustering assignments, has been added in the 

research. 

This paper has been organized into several sections. Section 2 shows the methodology of the 

study. section 3 represents the proposed algorithm. Sections 4 shows the steps of pre-processing and 

section 5 discuss the analysis of the experiential results. Section 6 is the conclusion and future work, 

respectively. 
 

 

2. RESEARCH METHOD 

The process of hierarchical clustering text based on the proposed algorithm technique begins by 

performing text clustering based on medoid-based clustering known as medoid grey wolf optimization 

algorithm (M-GWO). After finishing the pre-processing step in document representation, each document is 

represented by a set of features that shows the weight of the document compared with other documents. 

Weight is used in clustering to classify each document to appropriate cluster according to the distance 

between the documents and the center (medoid) of each cluster. This clustering assignment ensures that the 

output of each cluster is better than when the GWO algorithm uses centroid-based clustering. The output of 

M-GWO is a spherical clustering assignment that can be used to identify the document groups. However, it is 

not useful as the hierarchical tree, which shows each document in a cluster with each close document, 

thereby needing an adaptational stage that converts each single cluster to a single tree. The next stage is to 

apply agglomerative clustering for each of the single cluster produced by the M-GWO algorithm, as shown in 

Figure 1.  
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Figure 1. Research method of M-GWO algorithm 

 

 

3. PROPOSED M-GWO ALGORITHM FOR TEXT CLUSTERING 

The major differences between the original GWO algorithm and the M-GWO algorithm is that the 

former produces the clustering results based on centroids, which require wide search space, whereas the latter 

is based on medoids that requires search space that is equals to the number of objects (documents). However, 

few modifications are required to perform the GWO algorithm in a medoid algorithm. These modifications 

will be described and supported by examples and explanations. The M-GWO steps are described in detail in 

M-GWO algorithm. Here, the wolf is designated as a search agent. The proposed M-GWO algorithm has one 

modification placed in the update position procedure, where medoids of omega wolf are updated according to 

the three best wolves, including alpha (α), beta (β), delta (δ). The algorithm begins its text clustering by 

setting up all the required parameters, such as the number of wolves 𝑁, the number of iterations, and the 

number of clusters k, which are set by the user, as shown in Step 1. Step 2 involves the initialization of the 

population where each agent assigned a document clustering solution based on the medoids of the same 

agent, which are randomly generated. This step is explained in Section 4.1, which includes agent 

representation and population initialization. In Step 3, each agent calculates its fitness function to find the 

three best wolves, which includes 𝛼, 𝛽, and 𝛿 in ascending order, as described in Section 4.2. In Steps 4 and 5, 

the algorithm begins its iteration followed by Step 6 and 7, wherein the position of each agent is updated 

according the three best wolves, namely, 𝛼, 𝛽, and 𝛿. The operation aims to move the position of the agent 

into a better position near the three best wolves. Step 7 is described in detail in Section 4.3, which contains 

the contribution of this research. In Steps 9, 10, and 11, the algorithm computes the fitness of all wolves after 

updating the position and identifying the three best wolves 𝑋𝛼 , 𝑋𝛽 , and 𝑋𝛿 based on the fitness of each 

agent, as shown in Step 10. This step is followed by increasing the loop to start improving the fitness 

function of each agent again. The final solution in Step 13 applies agglomerative clustering to produce the 

hierarchical clustering tree of each single cluster. 

 

M-GWO algorithm 
1: Setup the parameters: number of wolves, N, and maximum number of iterations 

𝑀𝑎𝑥_𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 and number of clusters k 
2: Generate initial wolf population, N, where each wolf, 𝑋𝑖 , 𝑖 = {1,2,3,… , 𝑁} and each 𝑋𝑖 has 

own clustering assignment and own medoids randomly generated. 

3: Calculate fitness, f(Xi), for each wolf, Xi and identify three best wolves in the 

population based on fitness of each one and sort them in ascending order as Xα, Xβ, 

and Xδ 

4: Set 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 = 0 
5:   while (𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 <   𝑀𝑎𝑥_𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 ) do 
6:        for each 𝑋𝑖 = 1 to N do 

7:            Update position of agents 

8:        end-for 

9:     Compute fitness of all wolves 

10:     Update value of 𝑋𝛼 , 𝑋𝛽 , and 𝑋𝛿 based on fitness  
11:     𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 = 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 + 1 
12:  end-while 

13 Print 𝑋𝛼 tour solution with its fitness and apply the agglomerative clustering on 𝑋𝛼 
tour solution 

end-algorithm 
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3.1.  Agent representation and population initialization 

The M-GWO algorithm begins with the initial clustering solution, where each document represented 

by unique medoid number. As shown in Figure 2, a clustering solution consists of nine documents where 

each document is assigned to a closet medoid, such as first one to medoid 1, second document to medoid 3, 

and so on. The medoids of each clustering solution can be represented as three medoids for this single 

solution, as shown as example in Figure 2. In Figure 3, an example of agent has three medoids, the three 

medoids (three documents) are presented to perform clustering solution as shown in Figure 2. The first, 

second, and third medoids have two attributes each (0.99, 0.87), (0.34, 0.54), and (0.68, 0.98), respectively. 

Medoids are unique, which means no medoids have duplicated attributes. 
 
 

 
 

Figure 2. Solution representation 
 

 

 
 

Figure 3. Medoid representation 
 

 

Each agent in the initial solution phase is represented by single solution (Figure 2), and the medoids 

are set on the basis of the maximum of number of clusters known as k set, as shown in Figure 3. In the initial 

phase, the medoids are selected randomly. Subsequently, during the algorithm run, the medoids are 

stochastically improved to find the best set of medoids that produce minimum error among the clusters. 
 

3.2.  Fitness function computation 

The fitness function, as shown in (1), is the cosine similarity measurement between the medoids and 

the documents 𝑑𝑖,⃗⃗⃗⃗  𝑑𝑗
⃗⃗  ⃗ where 𝑑𝑖,⃗⃗⃗⃗   is the first medoid and 𝑑𝑗

⃗⃗  ⃗ is a document. Notably, this fitness function is used 

as the main objective function in the clustering assignment that identifies the distance between the medoids 

and the documents and later used as a fitness function to calculate the total distance between each cluster 

medoid and the remaining documents in the same cluster. 
 

𝐶𝑜𝑠(𝑚𝑒𝑑𝑜𝑖𝑑𝑖,⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  𝑑𝑗
⃗⃗  ⃗) =

𝑚𝑒𝑑𝑜𝑖𝑑𝑖∗⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  𝑑𝑗⃗⃗ ⃗⃗  

√ ∑ 𝑚𝑒𝑑𝑜𝑖𝑑𝑖
2⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   𝑡

𝑖=1  ∗   √∑ 𝑑𝑗
2⃗⃗ ⃗⃗ ⃗⃗  ⃗ 𝑡

𝑗=1

 (1) 

 

An agent has three medoids, as shown in Figure 3, and a document is required to be assigned to one 

of the medoids, such as medoid 1, medoid 2 or medoid 3. If the document 𝑑 has two attributes (terms), such 

as (0.43, 0.98), then the assignment will be performed as follows: 
 

𝐶𝑜𝑠(𝑚𝑒𝑑𝑜𝑖𝑑1,⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ d⃗ ) = 0.906 

𝐶𝑜𝑠(𝑚𝑒𝑑𝑜𝑖𝑑2,⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ d⃗ ) = 0.989 

𝐶𝑜𝑠(𝑚𝑒𝑑𝑜𝑖𝑑3,⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ d⃗ ) = 0.981 

 

The cosine similarity measurement indicates that the similarity between medoid 2 and the document is higher 

than those of the other medoids, thus the document will be assigned to the close medoid 3. Notably, the 

details of calculation are described in the pre-processing section. 
 

3.3.  Position updating 

Medoid grey wolf optimization (M-GWO) followed the same procedure of GWO in its hierarchy 

leaderships, where four main wolves include 𝛼, 𝛽, 𝛿, and the remaining members are omega (𝜔), are 

available. The 𝜔 wolves update their position on the search space according the best positions represented by 

𝛼, 𝛽, and 𝛿. In M-GWO, the contribution of this research is that the position of 𝜔 wolves (medoids) are only 

updated according to the three main wolves, which are 𝛼, 𝛽, and 𝛿.  The process of update position begins by 

selecting one medoid from the 𝜔 wolf in randomly manner. The target of this selection is to perform swap 

operation between 𝜔 wolf and 𝛼, 𝛽, and 𝛿, as shown in Figure 4. As shown in Figure 4, the swap operation 

will be performed between 𝜔 and the three main wolves. Number 𝑚 is randomly generated where 𝑚 < 𝑘. 
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Subsequently, based on 𝑚 value, the algorithm selects one of 𝜔 medoids as an active medoid to be swapped 

with one of 𝛼, 𝛽, and 𝛿 medoids. However, the swap operation here is conditional if and only if the fitness of 

a new set of medoids is better than the older one. The other condition is that the swap operation always looks 

for the first improvement, which means swapping is stopped after the first improvement is achieved. Such 

condition allows the algorithm to converge to the optimal solution slowly and avoid stack at the local optima 

because if we accepted high-quality solutions in the beginning of the run, the algorithm will ignore the 

exploration of the wide regions of the search space. The swap operation that represented in Figure 4 is the 

main operation used in PAM known as the medoid calculation process, which allows the discovery of other 

optimal clustering assignments in the search space. An advantage of the operation includes reduced 

calculations process when only the 𝜔 wolf and the three best wolves are calculated. This operation is also 

better than PAM algorithm, which requires more calculation between the medoid that need to be changed 

with all other candidate medoids in the search space. Note that M in Figure 4 corresponds to the current 

medoid, and T refers to the term. 
 

 

 
 

Figure 4. Medoids’ position update representation 
 

 

As shown in Figure 5, the swap operation is performed between the 𝜔 wolf and the three main 

wolves. The first condition is to ensure that the swap operation is active. Active means that the medoid that 

needs to be changed is not duplicated with one of the 𝜔 medoids. This condition is required because 

duplicated medoids produce wrong assignments by generating a smaller number of clusters than what was 

decided by the user. However, the swap operation works in sequence, that is, all medoids of three main 

wolves will be examined. Once improvement is observed, the operation stops finding the first improvement, 

otherwise, the operation continues in the current medoids. The full steps show in procedure medoids position 

update. 
 

 

 
 

Figure 5. Medoids position swap operation 

 

Procedure medoids position update 
1: Initialize a new memory called 𝑀𝑒𝑚𝑜𝑟𝑦        %  The Memory keeps only alpha, beta and 

delta medoids, Initialize 𝑂𝑀, 𝑁𝑆𝑀𝑀, 𝑇𝑀𝑀 where 𝑂𝑀 short memory keeps one medoid from 

omega medoids, 𝑁𝑆𝑀𝑀 is amemory keeps not selected medoids from omega medoids, 𝑇𝑀𝑀 is 

temporary medoid memory keeps one medoids selected from 𝑀𝑒𝑚𝑜𝑟𝑦,  
2: Memory← alpha, beta and delta medoids        % Copy the medoids into the memory 
3: Generate 𝑀 random number (1-k)                   % generate random number, minimum 

equals 1 and maximum equals k 

4: Swapping operation starts 
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5: Select one of omega medoids based on 𝑀 value and calculate the fitness function 𝑓 of 
the current assignment  

6: 𝑂𝑀 ← omega (𝑀) % Copy the selected medoid into the omega memory medoid 

7: 𝑁𝑆𝑀𝑀 ← omega (Medoid! =𝑀) % Copy the not selected medoid into the not selected 

medoid memory  

8: Status= false 

9: Count=0 

10:  While (Count < Memory length) do 

11:           𝑇𝑀𝑀 ←Select single medoid from Memory based on count value     % Copy the 
single   medoid into the temporary medoid memory  

12:           if (𝑁𝑆𝑀𝑀 != 𝑇𝑀𝑀)  then    % to ensure no duplicated medoids occurs 

13:                Status= true 

14:          else  

15:               Status= false  

              Count=Count +1 

16:         end-if 

17:         if (Status= true) then 

18:            Perform swap operation and calculate the new fitness function 𝑓∗ of the new 

soaution 

19:        end-if 

20:        if (𝑓∗ < 𝑓) then 
21:            Accept the swap operation and break the while loop 

22:      else  

23:           Count=Count +1 

24:      end-if 

25: end-while 

end-procedure  

 
The producer begins by initializing all short memories, including 𝑀𝑒𝑚𝑜𝑟𝑦, 𝑂𝑀, 𝑁𝑆𝑀𝑀, and 𝑇𝑀𝑀. 

𝑀𝑒𝑚𝑜𝑟𝑦 used to copy and keep all alpha, beta, and delta medoids, which are used later in the swap operation 

between the medoids in the memory and omega medoids. In Step 2, medoids from alpha, beta, and delta are 

copied into the memory followed by Step 3, which generates a random number between 1 and the maximin 

value k. Step 4 indicates the start of swapping operation between the omega medoids and the 𝑀𝑒𝑚𝑜𝑟𝑦, 

which keeps the alpha, beta, and delta medoids. In Steps 5 and 6, the omega medoid that is required to be 

changed based on the random number produced in previous step is selected and kept in 𝑂𝑀 memory, which 

is a short memory used to keep one medoid. Step 7 copies and keeps all remaining medoids that are not 

selected in a short memory called 𝑁𝑆𝑀𝑀. The target of this memory is to ensure no medoids are duplicated 

in the selected medoids from the 𝑀𝑒𝑚𝑜𝑟𝑦. In Steps 8 and 9, the Status and count variables are initialized 

into false value and 0, respectively. The Status variable is used to check whether duplicated medoids are 

available or not. Meanwhile, the count variable is used in the loop to check all medoids in the 𝑀𝑒𝑚𝑜𝑟𝑦. In 

Step 10, the procedure starts its main loop by copying one medoid from the 𝑀𝑒𝑚𝑜𝑟𝑦 into the short memory 

𝑇𝑀𝑀 as shown in step 11. Check if there is no duplicated medoids between the omega medoids 𝑁𝑆𝑀𝑀 and 

the medoid saved in 𝑇𝑀𝑀. The result is true if no duplication occurs, otherwise, the result is false, as shown 

in Steps 12–15. If the condition is true, then the swap operation is performed and accepted only if the new 

fitness 𝑓∗ is better than the old fitness 𝑓, as shown in Steps 17–24. The output of this procedure is a set of 

medoids used in the next iteration to construct a new assignment. 
 

 

4. PRE-PROCESSING TEXT FOR CLUSTERING 

The text clustering begins with a data inspection phase, which is considered a pre-processing step 

wherein the data should be prepared. Data inspection considers the preparation of data, which includes data 

collection, data cleaning, and data representation. Data collection refers to the task of collecting the data that 

will be used and evaluated in this research. The benchmark datasets that will be used are those from UCI [50]. 

Before performing text clustering, a pre-processing step is required to convert the unstructured text into a 

structured format that is readable in clustering algorithms. The pre-processing includes tokenization, 

stemming of document words, and stop word removal [51], [52]. Tokenization corresponds to a general 

process that is used to break a text corpus into individual elements. Stemming is defined as the process of 

converting or transforming a word into a base word, that is, a word is converted into its original root form. 

The next step is to remove stopping words that are common and uninformative in a text corpus, such as so, 

and, or, and the. These stopping words, which are not important in information retrieval, are available in 

every document because they do not carry any information related to their documents. In text clustering, 

documents are not suitable in their original format unless represented in a suitable form. VSM is an effective 

representation model that treats documents as a bag-of-words and uses words as a measure to discover the 

similarity among documents [53]. Let 𝐷={𝑑1, 𝑑2, 𝑑3 ………𝑑𝑛} denote a collection of documents, and 𝑛 is the 
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number of documents in that collection. Each document 𝑑 represents a vector of terms, which is denoted as 

𝑇={𝑡1, 𝑡2, 𝑡3 ……… 𝑡𝑚}, where term 𝑡 represents a word, and 𝑚 is the number of terms. The document 𝑑 has a 

relation with term 𝑡, which is denoted as term frequency (TF); TF can be represented by a fixed value that 

reflects the degree of term frequency in that document 𝑑 [54]. However, based on the definition of VSM, it 

represents all the collection of document forms as a matrix where the rows are documents and columns are 

words, and each cell contains the TF value of the word within the document. Figure 6 shows the term 

frequency matrix. 
 

 

 
 

Figure 6. Term frequency matrix 
 

 

To clarify the idea, let us suppose that three documents contain four terms, including class, 

university, book, and lecture, as described and shown in Table 1.  Each document is related to its term count, 

which is the simplest choice of TF. However, other possible TF variants in the scheme, such as 

logarithmically scaled frequency, which is used in this research, can be used, as shown in (2) and applied in 

Table 2. 
 

𝑡𝑓(𝑡, 𝑑) = 1 + log(𝑡𝑓𝑡,𝑑) (2) 
 

 

Table 1. Term frequencies (counts) 
Terms Doc1 Doc 2 Doc 3 

class 115 58 0 
university 10 7 0 

book 2 0 6 

lecture 0 0 38 
 

Table 2. Log frequency weighting 
Terms Doc 1 Doc2 Doc 3 

Class 3.06 2.76 0 
University 2.00 1.85 0 

Book 1.30 0 1.78 

Lecture 0 0 2.58 
 

 

 

The next step involves inverse document frequency (IDF), which refers to the weight of each term 

with regard to the total number of documents (𝑁) and the number of documents that contain that term in the 

collection (𝑑𝑓𝑡) as a score. IDF can be calculated using (3) and applied in Table 3. 
 

𝑖𝑑𝑓 = log (
𝑁

𝑑𝑓𝑡
) (3) 

 
 

Table 3. Log IDF weighting 
Terms IDF 

Class 
log (

3

2
) = 0.176 

University 
log (

3

2
) = 0.176 

Book 
log (

3

2
) = 0.176 

Lecture 
log (

3

1
) = 0.477 

 
 

The next step is to obtain the weight of terms, which is calculated using (4) and applied in Table 4. 
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𝑤𝑡,𝑑 = 𝑡𝑓𝑡,𝑑 ∗ 𝑖𝑑𝑓𝑡 (4) 
 

The next step is to perform normalization for the length of each term between (0,1). In (5) shows the 

normalization for the length and applied in Table 5. 
 

𝑁
𝑤𝑡,𝑑

√∑ 𝑤𝑡,𝑑
2𝑚

1

 (5) 

 

Finally, we calculate the similarity among documents using a cosine similarity score, as shown  

in (1) previously  where 𝑑𝑖,⃗⃗⃗⃗  𝑑𝑗
⃗⃗  ⃗ are the document vectors, thereby producing a cosine similarity table among all 

documents, as shown in Table 6, and an example of the calculation of cosine similarly between documents 1 

and 2 is provided, as shown before Table 6. 
 

𝐶𝑜𝑠(𝑑𝑜𝑐1, 𝑑𝑜𝑐2) =
0.9420415599999998

0.9998889044322603
=  0.9421462282701233  

 
 

Table 4. Weight of the term 
Terms Doc 1 Doc2 Doc 3 

Class 0.5385 0.4857 0 

University 0.352 0.3256 0 
Book 0.2288 0 0.3132 

Lecture 0 0 1.2306 
 

Table 5. Length normalization 
Terms Doc1 Doc 2 Doc3 

Class 0.7886 0.8306 0 
University 0.5155 0.5568 0 

Book 0.3350 0 0.2466 

Lecture 0 0 0.9691 
 

Table. 6 Cosine similarity table 

for Doc1, Doc2, and Doc3 
 Doc1 Doc2 Doc3 

Doc1 1 0.94 0.08 
Doc2 0.94 1 0 

Doc3 0.08 0 1 
 

 
 

5. RESULTS AND DISCUSSION 

Evaluation performance is an important step in data clustering to indicate the accuracy of the 

provided solutions. Three best known benchmarks used in classification and clustering field are used in the 

evaluation process. The first benchmark, denoted as 20NewsGroup, was also obtained from the UCI. The 

20Newsgroup used in this research contains 2000 documents distributed into 20 classes where 100 

documents in each class. This research has selected three classes: hardware, baseball, and electronic with a 

total number of 300 documents. The number of terms collected after pre-processing step is 22, which 

includes the most importing terms among the selected three classes. The second benchmark, which is denoted 

as Reuters-21578, was obtained from UCI. This benchmark includes five categories, including exchanges, 

people, topics, organizations, and places. Each of the categories is divided into subcategories. Four 

subcategories used in the evaluation include three classes with a total number of 1907 documents, in which 

1650 documents belong to acq class, 37 documents belong to gas class, 94 documents belong to gold class, 

and 126 documents belong to sugar. These subcategories are selected because the number of documents in 

each class differs from the other group. Thus, the problem of finding the best configuration is difficult, 

especially if the benchmark contains different densities. The number of terms collected after pre-processing 

step is 10, which includes the most important terms among the documents of all classes. The third benchmark 

includes web pages plus the ratings of a single Syskill and Webert web page ratings, which are denoted as 

SyskillWebert benchmark also obtained UCI with four different kinds of documents, including Bands, Bio 

Medial, Goats, and Sheep. The last benchmark used in this research is sentence classification benchmark, 

which is known as the SentenceCorpus. It represents the abstract of articles collected in different publishers. 

In this study, the two publishers used are the Jam and Plos, where the maximum number of documents are 

600. The number of terms collected after the pre-processing step is 80 terms with two classes. Table 7 

describes all benchmarks used in this research, which includes 13 different kinds of class. 
 

 

Table 7. Characteristics of benchmarks 
Benchmark Resources Number of documents Total number of documents Number of terms Number of classes 

20 newsgroups Baseball 100 300 22 3 

Electronics 100 
Hardware 100 

Reuters-21578 Acq 1650 1907 10 4 

Gas 37 
Gold 94 

Sugar 126 

SyskillWebert Bands 61 290 5 4 
Bio Medial 124 

Goats 57 

Sheep 48 
SentenceCorpus Jdm 300 600 80 2 

Plos 300 
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This research evaluates the text clustering results using the external evaluation criteria, including 

Rand, Purity, F-Measure, and Entropy. Rand measures the accuracy of text clustering assignment based on 

the similarity between the documents, as shown in (6). In (6), different metrics required, including true 

positive (𝑇𝑃), false positive (𝐹𝑃), false negative (𝐹𝑁), and final true negative (𝑇𝑃), should be calculated.  
 

𝑅𝑎𝑛𝑑 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁
 (7) 

 

Purity refers to the percent of the total number of objects (data points) that were classified correctly 

in the unit range [0...1] and can be calculated as shown in (7). These criteria compute the pairs of documents 

placed in the same clusters. Frequent documents in the same clusters are considered better clustering 

assignments. 
 

Purity(Ω, Γ) =
1

𝑁
∑ 𝑚𝑎𝑥𝑗|𝑤𝑖 ∩ 𝑐𝑗|𝑘  (8) 

 

Where Ω = w1, w2, …; wk is the set of clusters; and Γ = c1, c2, … , cj is the set of classes. 

The other external criteria include F-measure, which measures the accuracy of separation and 

compactness between clusters. The algorithm is considered the best if the value of F-measure is high. 

However, before calculating the F-measure, we need to calculate two more measures, which are Precision 

and Recall, as shown in (8) and (9), respectively. Thus, the F-measure can be calculated as shown in (10). 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (8) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (9) 

 

F −  Measure =
(𝛽2+1)𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝛽2𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 (10) 

 

Where β is a constant that can be used to penalize false negatives more strongly than false positives by 

selecting its value > 1, thereby giving more weight to Recall. 

To show how documents are distributed in each cluster, this research uses other external evaluation 

criteria called entropy. This criterion measures the compactness of documents in each cluster. The output of 

the criteria is considered the best if a small value is produced by the algorithm. In (11) shows the measuring 

of entropy for single clustering 𝑤 [27]. The total entropy of a clustering is calculated in (12). 

 

𝐻(𝑤) = −∑ 𝑃(𝑤𝑐)𝑙𝑜𝑔2𝑃(𝑤𝑐)𝑐∈𝐶  (11) 

 

Where c is a classification in the set C of all classification, 𝑃(𝑤𝑐) is the probability of a data point being 

classified as c in cluster w, and the total entropy of a cluster is: 

 

𝐻(Ω) = ∑ 𝐻(𝑤)
𝑁𝑤

𝑁𝑤∈Ω  (12) 

 

where H(w) is a single cluster’s entropy, Nw is the number of points in cluster w, and N is the total number 

of points. 

The evaluation of the proposed algorithm performed with the best-known optimization algorithms 

include genetic algorithm (GA) [55], firefly algorithm (FA) [56], GWO [49], and k-means (KM) [57]. The 

setting of the fixed parameters is based on the literature, where the population size and number of iterations 

with the number of runs are the same in all optimization algorithms as shown in Table 8. The crossover 

operator in GA is set to 0.8, which represents the high probability of mating between the individuals. 

Mutation is set to a small value of 0.001, which represents the exploration of solutions. In FA, the light 

absorption corresponds to the fitness function of the firefly, and initial attractiveness refers to the 

improvement of solution in a given radius. In GWO algorithm, the coefficient is set to 2, which changes 

linearly. Meanwhile, in M-GWO, this coefficient has  been removed from the algorithm. Only the KM 

algorithm is set to 1000 iterations because it converges to the local optima quickly.  

The evaluation is performed in two scenarios. The first scenario shows a comparison using all 

algorithms (overall performance), whereas the second scenario shows a comparison between the proposed 

algorithm and other algorithms (algorithm vs. algorithm). The results shown in Figures 7, 8, 9, and 10 

indicate that the proposed algorithm, M-GWO, produced the best results in the three benchmarks, including 
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Reuters-21578, in all evaluation criteria. The second benchmark, which is SentenceCorpus, also in all 

evaluation criteria while in 20 newsgroups in two evaluation criteria are rand and entropy metric. In 

SyskillWebert benchmark, M-GWO and KM produced the same ranking (i.e., 50%). The former produced 

the best results in F-Measure and Entropy metrics. Meanwhile, KM produced the best results in Rand and 

Purity metrics. The summary of this scenario shows that the proposed M-GWO algorithm is 75% better than 

all other algorithms, including GWO, FA, GA, and KM.  
 

 

Table 8. Parameters of all algorithms 
GA FA KM GWO / M-GWO 

Population size =50 Population size =50 Iterations =1000 Population size =50 

Iterations =1000 Iterations =1000 Runs =10 Iterations =1000 

Runs =10 Runs =10  Runs =10 
Crossover = 0.8 Initial attractiveness (B0) = 0  Coefficient =2/NA 

Mutation rate =0.001 Light absorption (y) = 1.0   

 

 

 
 

Figure 7. Quality metric of clustering (rand metric) of M-GWO vs. best known algorithms 
 

 

 
 

Figure 8. Quality metric of clustering (purity metric) of M-GWO vs. best known algorithms 
 

 

 
 

Figure 9. Quality metric of clustering (F- Measure metric) of M-GWO vs. best known algorithms 
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Figure 10. Quality metric of clustering (entropy metric) of M-GWO vs. best known algorithms 
 

 

Four comparisons in the second scenario are shown in Figures 7, 8, 9, and 10 based on the evaluation 

criteria, including Rand, Purity, F-Measure, and Entropy. The first comparison is performed between M-

GWO and all algorithms based on the Rand metric produced by each algorithm in all benchmarks. Figure 7 

indicates that the M-GWO produced the best results in 20 newsgroups, Reuters-21578, and SentenceCorpus, 

suggesting that it is 75% better than all other algorithms. The second comparison based on Purity metric is 

shown in Figure 8, suggesting that the M-GWO produced the best results in Reuters-21578 and 

SentenceCorpus (50%), whereas GWO and KM only produced the best result in 1 benchmark, namely 20 

newsgroups (25%) and SyskillWebert (25%), respectively. The F-Measure metric in Figure 9 shows that the 

best result is produced by the M-GWO algorithm in Reuters-21578, SyskillWebert, and SentenceCorpus 

(25%). Meanwhile, only 20 newsgroup benchmarks were produced by the KM algorithm. The Entropy 

metric shown in Figure 10 indicates that the M-GWO algorithm produced the best result in all benchmarks, 

suggesting that the M-GWO algorithm can produce better compact text clustering in each cluster. 

The results produced based on all external evaluation metrics, including Rand, Purity, F-Measure, 

and Entropy, indicated that the proposed algorithm can construct clustering solutions that are compact and 

well separated. This result is achieved because the proposed algorithm can handle datasets with outlier and 

noise, thereby minimizing the errors produced. Furthermore, the results show that KM algorithm produced 

better results than the proposed algorithm in some benchmarks because the number of iterations in the side 

algorithm are set to 1000 iterations, thereby proving higher probability to find more clustering results. 
 

 

6. CONCLUSION 

This research aims to solve the problem of GWO algorithm in text clustering when the algorithm is 

sensitive to outlier objects and noise data. However, text clustering needs more consideration because the 

calculation of the similarity between the documents are based on the extracted terms in all documents. Thus, 

some documents that lack important terms that appears in most documents are considered outlier documents. 

This result is achieved when the algorithm produced the text clustering according to centroid-based 

properties, which easily affect by outlier documents and noise data. This drawback led to the proposal of M-

GWO with two contributions, namely, medoid-based clustering instated using centroid-based clustering and 

medoid recalculation process. The first improvement re-generated the text clustering assignment based on 

medoids (data instance) and not based on centroids, in which the properties of the search space are required 

to determine the central point. The second modification is the medoid recalculation process, which improves 

the search process of the M-GWO algorithm by swapping one medoid in each iteration. The swap operation 

is performed between each agent and the main three wolves in the population. Both modifications enhance 

the algorithm when the outlier document appears and make the algorithm more robust to noise effect. 

This improvement can enhance the search process to find only the best set of medoids and improve 

the exploitation search to discover more optimal text clustering solutions in the local regains of the search 

space. However, the algorithm still has a limitation. For example, the algorithm cannot find the best number 

of clusters. Furthermore, the exploration search needs to be improved by looking not only for the best 

medoids in the best three wolves but also by exploring the search space such that some medoids are 

integrated randomly. Future studies will focus on improving the algorithm by adding a new parameter called 

outlier factor to calculate and score each document given their anomaly degrees. This approach will enhance 

the algorithm through the removal of those documents, thereby increasing the accuracy of text clustering. 
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