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 Facial recognition is one of the most important advancements in image 
processing. An important job is to build an automated framework with the 
same human capacity’s for recognizing face. The face is a complex 3D 
graphical model, and constructing a computational model is a challenging 
task. This paper aims at a facial detection technique focused on the coding 
and decoding of the facial feature object theory approach to data. One of the 
most natural and common principal component analysis (PCA) method. This 

approach transforms the face features into a minimal set of basic attributes, 
peculiarities, which are the critical components of the original learning image 
collection (or the training package). The proposed technique is a combination 
of the PCA system and the identification of components using the neural 
network (NN) feed-forward propagation method. This experiment proves that 
recognition of deformed 3D face is doable. By taking into account almost all 
forms of feature extraction and engineering, the NN yields a recognition 
score of 95%.  
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1. INTRODUCTION 

3D face modeling is a challenging subject in computer graphics and computer vision [1]. More so 

than 2D face models, 3D face models can genuinely convey face deformation and show variability through 

greater details [2-3]. With these in mind, 3D face models have been applied to a range of applications 

involving movies, 3D animation, and telecommunications. It is quite challenging to develop a suitable 

program to recognize a face digitally, because humans' faces are complex and in every aspect is different. 

Therefore, in this digital world, creating such a system, which may include prior methods used to identify the 

eyes, is an arduous task. The foremost step comprises extracting the correct features from the facial 

expressions for object recognition [4]. A major challenge is how facial features can be quantified so that a 

machine can identify the eyes [5, 6]. The study done by various scientists during recent years reveals that 

human beings use certain facial features to recognize eyes. 
Bledsoe, Chan, and Bisson identified human faces' identification process with a computer-aided 

program [7]. Much of the study worked on defining individual features, such as eyebrows, pupils, nose, and 
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lips. By giving their attention to representing the entire face, the development of facial recognition using 

statistical methods has evolved [8, 9]. In general, facial recognition approaches can be divided into three 

main groups of the recognition process, e.g., based on function, look, and template.  

One of the key modules in the face recognition system is the feature extraction function, which has a 

major impact on the system's overall performance. Over the past decades, different feature extractors, 

descriptors, encoders, and decoders have been proposed for 3D face recognition [10-12]. While many 

literature reviews have been conducted on 3D face recognition algorithms, only a few studies have been 

conducted on said feature engineering methods, let alone the 3D deformable model. They have a crucial role 
in resolving degradation situations, such as facial expression changes, occlusions, aging and declining 

physical attributes [13].  

There has been a lot of work in facial recognition in the last few years, and they have found progress 

in actual use. These algorithms can be classified into two dimensional (2D) and three dimensional (3D) 

approaches. The traditional 2D approaches are primarily divided into six algorithms: PCA, LDA, ICA, SVM, 

NN, and HMM [14, 15]. Turk and Pentland suggested the most popular technique to analyze the principal 

component, or famously known as principle component analysis (PCA). It is mostly used to reduce 

dimensionality and extract functionality in most pattern recognition applications [16, 17]. A modular multiple 

correspondence analysis (MCA), in an FPGA environment, is a scalable and robust architecture for the real-

time face recognition framework [18]. Modular PCA has been demonstrated to enhance facial recognition 

performance when facial pictures have different expression and illumination [19]. 

The process in facial recognition techniques is generally divided into several stages, namely the 
processing, segmentation, feature extraction, and the identification process, with the most popular algorithms 

using PCA [15]. With the PCA method, the image size is to be trained and tested by the same size. Therefore, 

the normalization process is done by aligning the eye and mouth area. All images in the training process will 

be stored in a T-matrix in vector rows, and these rows represent a source of processed images [20]. Then, the 

average value will be subtracted from each source image on the T-matrix. The next step is to calculate the 

eigenvector value and the eigenvalue of the covariance matrix S.The eigenvector is a value resulting from a 

reduction in size by removing some unnecessary information and splitting the structure of the face pattern 

into components that are not related to the shape of the face itself.  

In this work, we tried to take advantage of PCA by reducing the eigenvector value. Although PCA 

minimizes the number of 3D face features, it doesn't necessarily mean it will negatively impact the accuracy 

result or computation time. Previous works mentioned computation time and overall accuracy rate 
improvement. Experiments were carried out using the UoY 3D face dataset [21]. Using our proposed 

approach, the overall distance value of 3D face features has not changed, and the FAR value can be 

adequately reduced [22]. 

The rest of this paper is organized as follows: Section 1 briefly described the PCA method 

(eigenfaces) for the face recognition technique, with several supporting literature review. Section 2 explained 

the proposed methodology that we used in this face recognition. Finally, in Section 3, we present our 

experiment result and discussion, then conclude this work in Section 4. 

 

 

2. RESEARCH METHOD 

The proposed methodology experiments with deformed 3D facial images, focusing on local and 
global face features. This process collects, encodes, and then compares the relevant information from a facial 

image to a facial template database and then proceed to classification using NN. The method's main 

advantage is the capture of features such as closed and open eyes timing, different facial expressions, and 

faces with glasses. 

 

2.1.   Pre-processing step of human 3D face dataset 

This experiment's first step is data pre-processing, which includes the normalization of image width, 

histogram equalization, and transformation to greyscale. Our system automatically reduces face images to 

multiple X pixels and Y pixels to increase face image quality and face image strength (using histogram 

equalization). Images were later stored in a facial archive in the system. Stored images were divided on the 

scale 60:40 from the facial image total percentage for the training set and testing set, respectively. The 

traditional training and testing set are done using our built NN. 
The next important step of the facial recognition process is extracting facial features. Extraction is 

carried out to find essential parts of the human face. Some of the facial features are the contours of all the 

critical areas around the eyes, nose, and mouth. The process begins by creating a feature line model used to 

draw the rotational shape and part of the region's extracted feature points. 
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2.2.   Eigenface descriptor 

PCA is a common technique for alleviating high dimensional vectors in feature dimensions, be it 

text's, voice's, and most definitely in faces'. In some cases, this may result in a significant reduction in 

computing time with little or no impact on the recognition rate. It may also be used to evaluate the orthogonal 

base set for redundant functions, such as raw pixels in small-windowed images. 

The linear combination form of Eigenfaces values can represent many face images accurately. Only 

the face with the best M value can approach the original face data by its most immense value. The best value 

M of Eigenfaces includes each subspace (that is M-dimensional). As stated in the previous chapter, the PCA 

algorithm suggested by Kirby and Sirovich can be used to measure the value of Eigenfaces. This algorithm 

involves calculating the cumulative difference for each measured face and the mean face space value. 
Pseudocode of PCA Eigenface approach as shown in Table 1. 

 

 

Table 1. Pseudocode of PCA Eigenface Approach 
Training images pseudocode 

input: image(IMG)__samesize_iterasi 

output: all available facial match score 

𝐼𝑀𝐺𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔𝑠𝑒𝑡 𝛾 = [𝛾1,𝛾2,𝛾3, … … 𝛾𝑁,] Training set of facial image 

Ψ =
∑ 𝛾𝑖

𝑁
𝑓=1

𝑁
 is average value of the vector 

Ψ = facial mean value 

Initial deviation vector = 𝜑𝑓 = 𝛾𝑓 − Ψ 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

While diff matrix 𝐹𝑐 = [𝜑1 , 𝜑2 , 𝜑3 … … 𝜑𝑁] do 

𝐶𝑜𝑣 = 𝐶𝐴. 𝐶𝐴𝑇  

while true do 

find covariance matrix 

If expansive measurement of lattice 𝐶𝑜𝑣, considering lattice L of estimate (𝑁𝑡
2) which gives the same impact for 

decreases measurement then 

Eigenvector value = 𝑈𝑀𝑇𝑋𝑓 = 𝐶𝐴. 𝑉𝑓 

break 

𝑒𝑖𝑔𝑒𝑛𝑓𝑎𝑐𝑒 = [𝑈𝑀𝑇𝑋1, 𝑈𝑀𝑇𝑋2, 𝑈𝑀𝑇𝑋3 … … 𝑈𝑀𝑇𝑋𝑁] 
Utilizing N eigenfaces, the most noteworthy value of n’ <= N Is chosen as the intrinsic space. The weight ωi of each 

human vector to represent the facial expression within the area of its own. 

Ω𝑓 = (𝛾. 𝑈𝑀𝑇𝑋𝑓
𝑇) − (𝜓. 𝑈𝑀𝑇𝑋𝑓

𝑇) 

end while 

update value of weight matrix 

Ω = [𝜔1 , 𝜔2 , 𝜔3 … … 𝜔𝑁]𝑇 

Ω𝜓 = ∑ Ω𝑓

𝑋𝑓

𝑓=1
𝑋𝑓⁄  

if Ω𝜓final class projected then 

break 

Δ𝑓 = ‖−Ω𝜓𝑓
+ Ω‖ = ((Ω𝑘  𝑥 ∑ 1

𝑁

𝑓=1

) (∑ 1

𝑁

𝑓=1

 𝑥 Ω𝜓𝑘)) 

end if 

end while 

 

 

The next step is to calculate the data set into a matrix with the covariance difference C. This 

covariance matrix derived from the data set shows the relationship between the matrix sets. Based on the 

PCA numerical method's technical steps, the number of vectors of the covariance matrix value makes it 

possible to reduce the total amount of pixels in the face image from N to the total number of pictures in the 
training data. The whole face image is normalized by changing each face image grid's value into a vector 

value of a comparable face image. All dataset was defined as a set of face image vectors with 

𝐼𝑀𝐺𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔𝑠𝑒𝑡 𝛾.  

 

2.3.   Neural networks for training 

The sample used in this analysis includes more than a collection of human face photographs with 

various conditions. The subject can be seen in each image by the size of 𝑁 × 𝑌 pixels with 256 degrees of 

gray-ish level. For some subjects, pictures are taken at different times, with the exposure variations, the facial 

expressions. The initial image was resized to 40 × 40, and the total dimension magnitude of the display 
space is 1,600. The value M of Eigenfaces is calculated using the PCA algorithm. The initial experiment from 

the number of human faces in each face space was varied to determine the picture's number of facial 

descriptors. The NN in our experiment is used to train the network by the number of the face descriptor [23]. 
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The input comes from the same person's face data, which is used during the learning process as a positive 

value for individual networks; on the contrary, it is used on a different network for negative examples-

meanwhile, Figure 1 shown the NN learning schematic diagram. 

In Figure 2, the output classes are equal to the total subjects in the dataset. A total of 60% of the face 

images dataset are used for the NN training process, then NN is tested, and the weight value is updated. The 

trained network will later be used for comprehensive facial recognition purposes. In other words, a set of face 

images is used differently in both training and testing to serve its purpose well. The entire value of the global 

performance results will appear for the whole dataset.  
 

 

 
 

Figure 1. Facial Recognition Steps using Neural Network 

 

 

 
 

Figure 2. The Architecture of Our Neural Network 

 

 

3. RESULTS AND DISCUSSION 

In this experiment, we divided the data composition scale into 60:40, respectively for training and 
testing stage. In the training stage, the number of images is increased by one step, which has initial 20 images 

in set. These results indicate that using initial 20 images in the training set for each subjects’ face meets a 

value of 100%, which is expressed in a chart in Figure 3.  
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Figure 3. Training image number per ratio chart 

 

 

Later, we carried out the testing process on 40 facial data, each with ten images in the training 

database. The threshold value is based on the Euclidean distance with the minimum value. The Euclidean 

distance is the distance between the projected range value of the test image and all images' projection at the 

training stage. The test image stage has a minimum value distance with the appropriate image in the training 

stage. To simplify the threshold, we divided it by 1.0E + 18); this value is used to determine the equilibrium 
threshold value, in which the result is shown in Figure 4. The curve's value indicates the result as an 

equilibrium value that appears at the same threshold as 4.75 + E18. However, to obtain a much better 

accuracy value, we chose the threshold value to be 4.50 + E18, which is close to zero. We included over 180 

eigenvector values and used the time measure for each recognition process. For the recognition process, the 

period ranges from 1.3 to 1.7 seconds. Figure 3 shows the trade-off value between FAR and FRR that 

occurred in the second-stage experiment. The result in Figure 4 shows the total value of the FRR and FAR in 

comparison.  

 

 

 
 

Figure 4. FRR and FAR chart in comparison 

 

 

A sorting process of PCA carries out the Eigenvalues in question; if the value is less than the 

predetermined threshold, an elimination process will be carried out. In the second-stage experiment, the 

findings in the form of eigenvector values are in the range -1.778E-005 to 3.758E+007. The results of this 

experiment indicate a significant reduction in computation time. By applying the PCA algorithm, the 
computation time spent was in the range of 0.7 seconds to 1.1 seconds while maintaining the same threshold 

value at zero FAR. Although using the same method (PCA), our result proved to be superior than the ones 

that have been worked in [24], which has computation time above ~300ms. The one work in [25] even yield 

~11 seconds. Without PCA, the computation time can yield about one to five hours, as stated in [26].  
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4. CONCLUSION 

This paper presents an engineering technique that combines two methods to improve the accuracy 

value of the three-dimensional facial detection process using PCA and NN. The accuracy value obtained 

provides a better recognition rate than other techniques, with the computation time result to be at least faster 

than other works (ranging from 0.7 to 1.1 seconds). Moreover, it is worth to be noted that we have a high 

variation value in the Eigenfaces for the entire dataset. Using the Eigenfaces method, the value obtained is 

very sensitive to the head orientation's shape or position. In some cases, this happens because there are 

differences in the dataset whose orientation shape of a large head. To alleviate this problem, we chose to 
employ PCA. Future research aims to establish a particular framework and carry out the initial process for 

more detailed feature extraction. The NN has been proven to be able to complete face detection correctly; this 

can be considered in the future. 
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