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ABSTRACT
Classifying and finding type of individual vehicles within an accident image are considered difficult problems. This research concentrates on accurately classifying and recognizing vehicle accidents in question. The aim to provide a comparative analysis of vehicle accidents. A number of network topologies are tested to arrive at convincing results and a variety of matrices are used in the evaluation process to identify the best networks. The best two networks are used with faster recurrent convolution neural network (Faster RCNN) and you only look once (YOLO) to determine which network will identifiably detect the location and type of the vehicle. In addition, two datasets are used in this research. In consequence, experiment results show that MobileNetV2 and ResNet50 have accomplished higher accuracy compared to the rest of the models, with 89.11% and 88.45% for the GAI dataset as well as 88.72% and 89.69% for KAI dataset, respectively. The findings reveal that the ResNet50 base network for YOLO achieved higher accuracy than MobileNetV2 for YOLO, ResNet50 for Faster RCNN with 83%, 81%, and 79% for GAI dataset and 79%, 78% and 74% for KAI dataset.

1. INTRODUCTION
Intelligent transportation system has become one of the civilizational developments that the world is witnessing. Monitoring and analyzing the road has become quite necessary to control some areas instead of human beings-this breakthrough has brought into vision what is known as the smart city. Auto accident recognition and reporting system is a crucial topic; however, it has some problems such as multiple object tracking, object detection, and video surveillance in addition to some other issues related to the real-time monitoring system.

The main objective of this research is to find the best deep learning network for describing vehicle accident images. Since use of roads by vehicles is on the increase, numerous studies on accident detection and classification are conducted utilizing signals such as acoustic where cross-correlation processing of radiated tire noise is used [1]. Radar [2] and ultrasonic signals [3] have been used to solve the problem of computational complexity in vehicle detection. Infrared thermal images taken from infrared thermal cameras are used to analyze road traffic flow surveillance in various circumstances, including conditions of poor visibility [4]. Many approaches using convolutional neural networks (CNNs) based on deep learning have been applied for vehicle classification and detection [5, 6]. At the time of the accident, vehicle data such as tag, picture, time, area, volume, and type are reported in written form by a police officer while in developed countries such information is passed on using intelligent transportation systems [7]. Research in this area has
used machine learning technology for image classification. Five pre-trained convolutional neural networks have been worked on to classify vehicle accident images and compare the results achieved. There is accomplished research that has used machine vision for detecting the damaged vehicles. This research examines some CNN detectors to see which one best classifies images of the accident.

The key contributions of this research are: 1) Identifying the best pre-trained CNN from a deep learning perspective for classifying the categories of the accident images. 2) Identifying the best network for detecting the vehicle location and its type whether it is a car, a motorcycle, a bus, or a truck. 3) Creating two datasets for vehicle accident images where the images are categorized according to the accident type. The categories can be car-car, car-bus, car-motorcycle, bus-motorcycle, and bus-truck accidents. This paper consists of five sections. Section one is literature review and section two covers the classification of accidents and vehicle detection CNNs. Section three sets up the experiment, whereas section four tackles the evaluation of the matrices and discusses the results. The last section is the conclusion which sums up the main findings of the research and includes recommendations for further research. It is common for vehicle accident detection and recognition system to analyse and retrieve accident images incorrectly from the accident image investigation. The problem might increase if the preprocess stages such as conversion, scaling, and rotation are applied to the images.

Many algorithms are used to process and extract the significant features of visual vehicle accident or filter the background for easier analysis. This process is beneficial for images with low quality or for transfer learning. The preprocessing relies on the accident images if it is colored or grey as each process requires different methods and algorithms. Methods mainly are histogram equalization [8], wavelet transform [9], and homomorphic filtering [10] to enhance low-quality images. The efficiency of these methods is limited under certain conditions since it requires a large number of parameters and thresholds to be adjusted. Accident images classification using deep learning has become a debatable issue. The research in [11] offers a novel deep learning-based vehicle area that figures and calculates with 2D deep conviction organizes. The 2D-DBN design utilizes second-request planes rather than first-request vector as input and utilization bilinear projection for holding dis-criminative data to decide the size of the deep architecture which improves the achievement rate of vehicle identification. He proposes a different productive vehicle identification and classification approach which depends on the convolutional neural network. The features extracted by using this approach beat those created by customary methodologies [12]. Yi applies a pre-trained AlexNet model for checking vehicles in an image patch in wide area motion imagery (WAMI) investigation [13]. While Kumeda proposes a deep convolutional neural network (CNN) which consists of four convolutional layers and three fully connected layers [14].

They conclude that their CNN model was effective for image classification and performed the task with an accuracy of 94.4% on four target accident classes (Traffic-Net dataset). However, they did not apply their CNN to different datasets or compare their results with another research. In [15], a single 2D end-to-end fully convolutional network is introduced to predict the vehicle and the bounding boxes simultaneously. Object Detection includes images or video frames as inputs, while outputs are lists where each element represents the location and category of candidate object information [16]. Generally, object detection aims to extract discriminatory features to help distinguish the classes. The process of object recognition using a convolutional neural network is accomplished in two phases: feature extraction and training [17]. In the first phase, the common features are extracted using a base network which can be any pre-trained CNN. The second phase is achieved by using models such as support vector machines [18], Neural Networks [19], AdaBoost [20], histogram of flow gradient (HFG), hidden markov model (HMM) and gaussian mixture model (GMM). Nevertheless, they did not compare their results with any deep learning models. Nowadays, convolutional neural networks (CNNs) are used to extract features from area proposals or end-to-end object detection without specifying the unique features of a certain class. The well-performed deep learning-based approaches of object detection include region proposals (R-CNN) [21], Fast R-CNN [22], Faster R-CNN [23], single shot multi-box detector (SSD) [24], and you only look once (YOLO) [25]. Mudumbai combines Faster R-CNN and MobileNet to detect different kinds of logos. They improve the regional proposal network (RPN) by selecting appropriate anchors which have achieved 92.4% detection accuracy. Nonetheless, the authors did not test a suitable resolution for generating proposals that may improve the performance of the RPN considerably [26].

2. METHODOLOGY
2.1. CNN

Pre-trained deep CNN image-based classifications were trained on a large number of images to be able to classify other images within a big range of objects [27]. Therefore, the features of many images were learned by pre-trained CNN. The networks used in this research are GoogleNet, which contains 22 layers,
ResNet50, containing 50 layers, MobileNetV2, containing 53 layers, AlexNet, containing 25 layers, and SqueezNet with 18 layers. To classify the kind of vehicle in the images of the accident, these CNN models have been fine-tuned using transfer learning. Thus, the five used CNNs have been retrained with images from the SCGAI and SCKAI datasets. A deep learning toolbox in MATLAB was used to develop and train the networks. For both datasets, 66% of images for training and 34% for testing have been employed. As the dimension of an input image in each pre-trained CNN is different, analyze network function has been used to examine the network architecture and change the input layer dimension to match the architecture of the pre-trained CNN. For example, SqueezNet and AlexNet require 227-by-227 image size, while MobileNetV2 and ResNet50 input layer is 224-by-224. Augmented image datastore has been used to achieve the process of automatically resizing the images and avoid overfitting of the network. The preprocessing step is shown in the workflow of CNN image-based systems in Figure 1.

![Figure 1. Workflow of CNN-Image based systems](image)

### 2.2. Accident classification

The last classification and learnable layers use the extracted features resulted from convolutional layers for classification. These layers embrace the details on how to combine the features into loss value, class probabilities and predicted label [28]. To retrain the pre-trained deep CNN, these layers were replaced to be able to classify the new images. Another important function that was helpful in this stage was `findLayersToReplace` function. This function finds the last layer that holds learnable weights and replaces it with the new two output layers which are fully connected. No changes have been made to the parameters of the rest of the layers as the main goal of this research is to compare the accuracy of the networks. Therefore, the layers were frozen. Before training the network using the `trainNetwork` function, MATLAB gave us the freedom of changing the training option using training options function. The main parameters which need to be changed are `InitialLearnRate`, `MiniBatchSize`, and `MaxEpochs`. In transfer learning, `InitialLearnRate` prefers to be of very low value to decrease the training time in non-frozen layers. Besides, there is no need for performing the learning process for many epochs. Setting the mini-batch size means updating the weights and evaluating the gradient of the loss function.

One of the main contributions of this research is evaluating the performance of the networks and comparing the accuracy results. The value of accuracy is between 0 and 1. The two most efficient classifier networks will be used as a base network for the second stage that is detecting the type of the vehicle in the accident image.

### 2.3. Vehicle detection and recognition

YOLO V2 [29] and Faster Recurrent Convolutional Neural Network [26] models have been used for detecting multi-class vehicles in the images. Vehicles in accident image datasets are truck, bus, motorcycle, and cars. The network architecture of YOLO consists of 24 convolutional layers, the last one outputs a tensor with shape (7,7,1024), which is flattened, and with two fully connected layers. The number of fully connected layers is changed to four because we have four classes in the GAI dataset and three in the KAI dataset. The final loss adds localization, confidence, and classification losses together. The function of the two fully connected layers is to perform a linear regression to create boundary box predictions and a final prediction using a threshold of box confidence scores. YOLO is an end-to-end regression problem and uses a single convolutional network to predict the boundary boxes and the corresponding class probabilities. By
splitting the image into the SxS grid and taking m of boundary boxes from each grid, the convolutional neural network outputs a class probability and offsets values for the boundary box. It then selects boundary boxes that have the class probability above a threshold value and uses them to locate the object within the image [16]. However, YOLO does not perform well if the objects involved in the image are very small. Figure 2 illustrates the architecture of the YOLO detection system.

Instead of using boxes approach, Faster R-CNN detector adds a region proposal network (RPN) to generate regions of interest directly from the network. The RPN works by moving a sliding window over the CNN feature map and at each window generating k potential boundary boxes and scores associated with how good each of those boxes is expected to be. This k represents the common aspect ratios that candidates to objects could fit caller anchor boxes. For each anchor box, the RPN outputs a boundary box and score per position in the image. Consequently, the speed and detection process are increased by using this method. Figure 3 demonstrates the implementation of the Faster RCNN detection algorithm.

Figure 2. YOLOV2 detection system, the input is an accident image of GAI dataset and the output the same image with class probability and offset values for the bounding box

![YOLOV2 detection system](image)

Figure 3. Faster-RCNN object detection system

As it can be seen from the architecture, the region proposal network and the classifier use convolutional layers that are trained jointly. The region proposal network behaves as an attention director, determining the optimal boundary boxes across a wide range of scales and using nine candidate aspect ratios to be evaluated for object classification. In other words, the RPN tells the unified network where to look [30]. The detector identified two vehicles in the accident image, a truck, and a car with a score confident 0.95, 0.90 respectively.

3. EXPERIMENTAL SETUP

The experiments were conducted on a computer with specification Intel(R) Core (TM) i7-8700T CPU @ 2.40 GHz (2400Mhz), 6 Cores, 8 GB RAM, using MATLAB 2019a.

3.1. Dataset

In this research, vehicle accident images have been collected from different resources since there are no public datasets for vehicle accidents that would align with our research methodology. The images have generated two datasets. The first dataset is named general accident images (GAI) where images are taken from DCD [31], accident dataset [32], and online google images. The second dataset is kurdish accident images (KAI) where images are taken directly from the ministry of interior of the Iraqi kurdistan regional government (KRG). The images are of accidents that occurred from 2015-2020 in different locations and on roads such as highways and intersections. The raw dataset contains 2000 images as well as 100 videos of the accidents. We screenshotsed specific parts of the videos to be used as images of the accident. After creating the datasets, the procedure of preprocessing and categorizing the images according to the accidents and vehicles in the images begins. In the GAI dataset, six categories are formed, which are: cars, car-bus, car-motorcycle, bus-motorcycle, bus-truck, and car-truck. To maintain the balance of the image numbers in each category, 118 images in each category are selected to have a total of 708 images. Most of the accidents in the KAI dataset involve a single car with a few ones that occurred as bus-bus, bus-truck, bus-car, and bus-
motorcycle. This could be due to the transportation system in place in Kurdistan region. As an example, bus transportation between the cities does not exist in Kurdistan and buses operate locally only during the daytime. As a result, only three categories in KAI are created, which are cars, car-motorcycle, and car-truck. There are 130 images in each category to become 390 images. Image augmentation has been used to augment the datasets. Regarding the number of vehicles in each image, images of accidents between vehicles are selected. Although the number of vehicles is not balanced in both datasets, this will not affect the purpose of the research. Detecting the type of vehicle will enrich the classification process in terms of description. Table 1 illustrates the number of vehicles in each dataset. All the images are preprocessed, filtered, and scaled from their original sizes to 224×224 pixels. Figure 4 illustrates some images and their category.

![Images from GAI and KAI after preprocessing: (a) bus-truck, (b) cars accidents, (c) car-bus, (d) car-motorcycle, (e) bus-motorcycle, (f) car-truck accident images](image)

**Table 1. Number of vehicles in each dataset**

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Number of cars</th>
<th>Number of bus</th>
<th>Number of motorcycles</th>
<th>Number of trucks</th>
</tr>
</thead>
<tbody>
<tr>
<td>GAI</td>
<td>590</td>
<td>354</td>
<td>236</td>
<td>236</td>
</tr>
<tr>
<td>KAI</td>
<td>520</td>
<td>-</td>
<td>130</td>
<td>130</td>
</tr>
</tbody>
</table>

**3.2. Classification results**

After processing the images and adding them to the categories they each belong to, deep learning was utilized for the classification stage. In computer vision, adopting deep and pre-training CNN in classification proves the ability to accomplish high precision in low-quality images and real-time applications. To assess the classification process of vehicle accidents, five pre-trained Convolutional Neural Network models are used. The models are: AlexNet, GoogleNet, RestNetv2, MobileNetV2 and SqueezNet. Each of the listed models has different architecture and parameters. Selection of the models depends on the most used ones in the image-based vehicle classification and detection research. A remarkable accuracy of 89.69%, 88.45% 88.72%, and 89.11% has been achieved while applying ResNet50 and MobileNetV2, respectively for GAI and KAI datasets. And this has resulted from the architecture and number of layers discussed in section 2. Figure 5 is the comparison of the training process of the listed pre-trained CNNs on the datasets. Figure 6 demonstrates examples of the prediction results for the classification of the datasets. Table 1 illustrate the number of vehicles in each dataset and Table 2 illustrates The number of images used for experimental results.

**Table 2. The number of images used for experimental results (CC: cars accidents, CB: car-bus, CM: car-motorcycle, BM: bus-motorcycle, BT: bus-truck, CT: car-truck) accident images**

<table>
<thead>
<tr>
<th>Dataset</th>
<th>CC</th>
<th>CB</th>
<th>CM</th>
<th>BM</th>
<th>BT</th>
<th>CT</th>
<th>Total</th>
<th>CC</th>
<th>CB</th>
<th>CM</th>
<th>BM</th>
<th>BT</th>
<th>CT</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>GAI</td>
<td>78</td>
<td>78</td>
<td>78</td>
<td>78</td>
<td>78</td>
<td>78</td>
<td>468</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>240</td>
</tr>
<tr>
<td>KAI</td>
<td>97</td>
<td>-</td>
<td>80</td>
<td>-</td>
<td>80</td>
<td>257</td>
<td>53</td>
<td>-</td>
<td>40</td>
<td>-</td>
<td>40</td>
<td>-</td>
<td>40</td>
<td>133</td>
</tr>
</tbody>
</table>

3.3. Vehicle detection results

This stage locates the site of the accident and accurately recognizes the type of vehicle in the accident images. The results from the deep-learning-based classification stage show that ResNet50 and MobileNetV2 have higher accuracy than the rest of the models. Therefore, ResNet50 and MobileNetV2 as base networks for both Faster RCNN and YOLOV2 object detection networks are used. YOLO and RCNN depend on the object annotation technique. Annotating object boundary boxes is necessary for the detection process. In this research, a total of 2,196 boundary boxes are annotated using the image labeler app in MATLAB for GAI and KAI datasets.

Figure 5. Comparison of the accuracy of training process between different pre-trained CNN using (a) GAI dataset (b) KAI dataset

Figure 6. Prediction results for classification using: (a) GoogleNet (b) MobileNetV2 (c) GoogleNet predefine CNN on GAI and KAI datasets
a) Vehicle detection experiment with YOLO: YOLO is composed of two subnetworks: feature extraction network followed by detection network. The feature extraction network is typically a convolutional neural network, which is ResNet50 and MobileNetV2 from section 3. Conversely, detection subnetwork is a small CNN if compared to the feature extraction network and consists of a few convolutional layers and layers specific for YOLO. The subnetwork makes the grid of the image and does the prediction of the detected object class if it exists and that is by separating boundary boxes and associating class probabilities. It utilizes a custom network based on the GoogLeNet architecture, using 8.52 billion activities for a forward pass [33]. The advantage of this prediction is that it can be implemented independently since the first detection. However, the disadvantage is the difficulty of detecting the smallest objects as well as objects that are overlapping. Figure 7 displays the detection and prediction results using the YOLOv2 network.

![YOLOV2 detection and prediction score](a) ResNet50, 2 vehicles available, 2 correctly detected, 2 true positive (b) MobileNetV2, 2 vehicles available, 1 correctly detected and 1 false negative

b) Vehicle Detection Experiment with RCNN: The Faster R-CNN is the first detector tested for the detection of apples as well as obtaining the highest precession of PASCAL VOC 2007 and 2012. In the COCO challenges 2015 [23] and ImageNet detection and localization at ILSVRC 2016 [34], faster R-CNN was the basis of more than 125 proposed entries and was the foundation of the winners in several categories by sharing the fully convolutional layers in the region proposal network and the object classifier [35]. These layers are trained jointly. The region proposal network (RPN) behaves as an attention director, determining the optimal boundary boxes across a wide range of scales and using nine candidate aspect ratios to be evaluated for object classification [30]. In other words, the RPN employs anchor boxes for object detection. Producing region proposals in the network is considered faster and better tuned to the data. Figure 8 shows the detection and prediction score using Faster RCNN.

![Vehicle detection using Faster RCNN](a) Faster RCNN resnet50 on GAI test image dataset, 2 vehicles available, 1 correctly detected, 1 true positive and 1 false negative (b) Faster RCNN resnet50 on KAI test image dataset, 2 vehicles available, 1 correctly detected, 1 true negative

4. DISCUSSION

This research is about accident images classification and vehicle type detection processes. The images used in this experimental research are of modest quality and possess good resolution. This is consistent with the aim of the research which is to compare the classification and performance detection of the selected networks. In order to evaluate the performance of the detectors and compare their results, performance matrices, which are listed in [36, 37], have been used. However, these matrices have been modified because of using multiclass instead of binary class. Common benchmarks used are boundary box detection, mAP, Log Average Miss Rate detection, F1-measure and accuracy.
a) Intersection over Union (IoU): The process of detecting uses the image as an input to the network and output a detected BB (BBdt) and a ground truth BB (BBgt) form a potential match if they overlap sufficiently by performing multiscale detection and any necessary non-maximal suppression (NMS) for merging nearby detections. The IoU score ranges from 0 to 1 and the closer the two boxes, the higher the IoU score [37]. Figure 9 shows the estimated anchor box for the class bus.

\[ \text{IoU}_{dt} = \frac{\text{area}(BB_{dt} \cap BB_{gt})}{\text{area}(BB_{dt} \cup BB_{gt})} \]  

(1)

To compare the detection results of the models we applied them on the same accident image as shown in Figure 10 that is clearly shown that Yolo ResNet50 BBgt and BBdt are closer than other models. The red box represents the BBgt and the green box represents the BBdt with the confidence score. Figures 10 and 11 shows the BBgt and BBdt on car and truck accident after applying YOLOV2 MobileNetV2.

b) mAP: to evaluate the performance of object detectors, AP utilized metric as it is a single number metric that typifies both precision and recall as well as summarizes the Precision-Recall curve by averaging precision over recall values from 0 to 1. Mean average precision (mAP) is the averages of AP over the N classes. It measures how well the model generates a bounding box [36].

\[ mAP = \frac{1}{N} \sum_{i=1}^{N} AP_i \]  

(2)

As shown Figure 10, the precision of a given class in classification, known as the positive predicted value, is given as the ratio of true positive (TP) and the total number of predicted positives (true positive + false positive) [37].
Figure 10. BBgt and BBdt on a random image of GAI using (a) Yolo ResNet50, (b) Faster RCNN Res-Net50, (c) YOLOV2 MobileNetV2

(a)  
(b)  
(c)  

Figure 11. (a) Car and truck accident image in KAI dataset (b) the BBgt of the vehicles (c) BBdt detection and prediction score using YOLOV2 MobileNetV2 network

\[ \text{Precision} = \frac{TP}{TP + FP} \]  

(3)

Similarly, the recall, also called a true positive rate or sensitivity, of a given class in classification, is defined as the ratio of TP and total of ground truth positives [36].

\[ \text{Recall (TPR)} = \frac{TP}{TP + FN} \]  

(4)

c) Log Average Miss Rate: it uses to summarize detector performance, computed by averaging miss rate at nine FPPI rates evenly spaced in log-space in the range 10^2 to 100 because there is a limitation on (FPPI) [37]. Table 3 illustrates the results of average precision and log average miss rate for all the classes in the datasets.

\[ \text{FPPI} = \frac{FP}{\text{number of tested images}} \]  

(5)

d) Accuracy: is the percentage of correctly predicted examples out of all predictions [32]. Table 4 shows the number of detecting each vehicle in the test datasets. While Table 5 shows the accuracy results on the testing image dataset.

\[ \text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN} \]  

(6)
Table 4. presents the occurrence of the vehicle in test images. NCDC: number of correct detection-Car, NCDB: number of correct detection-Bus, NCDM: number of correct detection-Motorcycle, NCDT: number of correct detection-Truck

<table>
<thead>
<tr>
<th>Vehicle accident dataset</th>
<th>NCDC</th>
<th>NCDB</th>
<th>NCDM</th>
<th>NCDT</th>
<th>NCDC</th>
<th>NCDB</th>
<th>NCDM</th>
<th>NCDT</th>
</tr>
</thead>
<tbody>
<tr>
<td>KAI</td>
<td>69/78</td>
<td>18/30</td>
<td>19/25</td>
<td>65/78</td>
<td>-</td>
<td>20/30</td>
<td>20/25</td>
<td>-</td>
</tr>
<tr>
<td>GA1</td>
<td>69/78</td>
<td>18/30</td>
<td>19/25</td>
<td>65/78</td>
<td>-</td>
<td>20/30</td>
<td>20/25</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 5. Accuracy of Faster RCNN and YOLO on test images datasets

<table>
<thead>
<tr>
<th>Datasets</th>
<th>CNN Model</th>
<th>Backbone CNN</th>
<th>Total number of vehicles in test images</th>
<th>Number of vehicles detected</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>KAI</td>
<td>YOLOV2</td>
<td>MobileNetV2</td>
<td>133</td>
<td>105</td>
<td>0.78</td>
</tr>
<tr>
<td>GA1</td>
<td>YOLOV2</td>
<td>ResNet50</td>
<td>240</td>
<td>200</td>
<td>0.83</td>
</tr>
<tr>
<td>Faster RCNN</td>
<td>YOLOV2</td>
<td>ResNet50</td>
<td>240</td>
<td>196</td>
<td>0.81</td>
</tr>
<tr>
<td>Faster RCNN</td>
<td>MobileNetV2</td>
<td>ResNet50</td>
<td>133</td>
<td>106</td>
<td>0.79</td>
</tr>
<tr>
<td>Faster RCNN</td>
<td>YOLOV2</td>
<td>MobileNetV2</td>
<td>133</td>
<td>105</td>
<td>0.78</td>
</tr>
</tbody>
</table>

5. CONCLUSION AND FUTURE WORK

This research has made it certain that convolutional neural networks (CNNs) can achieve accurate classification and detection results. As there are different kinds of CNN used for recognizing different images, it has chosen several CNN to recognize images of vehicle accidents. To accomplish this goal, KAI and GAI datasets were proposed. Following analysis of the result, these datasets can now be recommended to fill in the gap in the intelligent transportation systems, especially when it comes to images of vehicle accidents. To classify the images, five deep learning models such as: GoogleNet, ResNet50, MobileNetV2, AlexNet, and SqueesNet have compared. The selected networks have provided different classification rates (MobileNetV2 and ResNet50 achieved 4% more than the rest networks). Many pre-trained network topologies are used for image classification, but for space concerns, this research has chosen only five. The research findings revealed that using detector networks with deep CNN topologies increases the accuracy of accident classification by determining the location and vehicle type in the accident image. Although training time of YOLOV2 was much less than Faster RCNN, the experiment results also show that pre-trained Resnet50, which is used as an extractor of features with YOLOv2 model, achieves much better in detecting the type of vehicles (more than 6%) in both datasets, according to the accuracy equation. Nonetheless, these results fall short of expectations as the research aims to discover a network or method that can describe the accident images precisely and detect the vehicle type with full accuracy. Therefore, at present time, deep semantic segmentation is under research to help with the precise classification of object types or classes and the checking of results. Hence our future research will focus on this issue.
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