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1. INTRODUCTION
More recently, scientists have focused on controlling chaos because of their practical and engineering applications to physics, chemical reactor, control theory, biological networks, artificial neural networks, telecommunications and secure communication [1-4]. Control of disorder is one of the most important topics in nonlinear dynamic science [5, 6]. The first to introduce codification in the control of the disorder was in 1990 [7] In order to succeed in controlling chaos many different methods and techniques have been submit such as : adaptive control method, running control method, differential geometric method, sliding method control, ∞ H control, and so on [8] Generally there are two prime methods for controlling chaos: the first feedback control and the second non-feedback control. The feedback control way bid many properties like robustness and computational complexity over the non-feedback control method [9-13]. In 1963 Lorenz accidentally discovered the chaotic behaviour of the regime when he was designing a three-dimensional model of weather forecasting [14-17]. In 1976 Rossler built many chaotic three-dimensional autonomous systems, and Gebria was easier than the Lorenz system [18,19]. In 2016 (Zhang and Han) succeeded in building an independent chaotic system with cubic nonlinearity [20-22]. In the same year, both Vaidyanathan and Volos managed to build a novel conservative jerk chaotic system with two cubic nonlinearities and debate its adaptive backstepping control [23, 24].

2. PROBLEM FORMULATION OUR METHODOLOGY
If we have a class of nonlinear dynamical system has the form [25-27]:
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\[ \dot{V} = AV + F(V) \]  
(1)

Where \( V(t) = [v_1, v_2, \ldots, v_n]^T \in \mathbb{R}^{n+1} \) is the state variables of the system. \( A = (a_{ij})_{n \times n} \) is the matrix of their system parameters. The control system is described by the next formula:

\[ \dot{V} = AV + Y \]  
(2)

Where \( Y = [y_1, y_2, \ldots, y_n]^T \in \mathbb{R}^{n+1} \) represent the control, the purpose of the control problem is to select suitable a feedback controller \( Y \) to make that \( \|V(t)\| \to 0 \). This control \( Y \) based on linear feedback control strategies which consist of four sub strategies: ordinary feedback control, dislocated feedback control, speed feedback control and enhancing feedback control, and can be written in a succinct mathematical formula as [25]:

\[ Y = y_1 = \begin{cases} -m v_1 & : i = j \text{ (ordinary)} \\ -m v_j & : i \neq j \text{ (dislocated)} \\ -m v_i & : i \neq j \text{ (speed)} \\ -m [v_i]_{i=1}^n & : i = j \text{ (enhancing)} \end{cases} \]

(3)

Where \((m)\) is called a feedback coefficient, and \( m > 0 \). In some times, we produce at two least positive feedback coefficient according to the Routh Hurwitz criterion. Therefore, we will use the following formula to determine the active feedback coefficient [12]:

\[ m = \cap_{i=1}^n \quad m_i = m_1 \cap m_2 \cap \ldots \cap m_n \]

(4)

Depending on the above sub-strategies, the nonlinear system can be control if it has positive feedback coefficient. This is a sufficient and necessary condition for controlled system dynamic nonlinear.

3. DESCRIPTION SYSTEM

In this section a new dynamical system which called jerk chaotic is consider. This system contains 7 borders of which two of nonlinear. the chaotic system can be described by the next mathematical model:

\[ \begin{align*}
\dot{x} &= y \\
\dot{y} &= z \\
\dot{z} &= -\alpha z - \beta x + \delta y + xy^2 - x^3
\end{align*} \]

(5)

where \( \alpha, \beta, \delta \) are positive constant, and it has only one equilibrium point \( O \ (0,0,0) \), the system chaotic attractor when the parameter \( \alpha = 3.6, \beta = 1.3, \delta = 0.1 \), the Figure 1 and 2 shows the attractor of the system (5) in (2-D) and (3-D) respectively.

Figure 1. The attractor of the system (5) in 2-dimensional  
Figure 2. The attractor of the system (5) in 3-dimensional
4. HELPING RESULTS

The control problem with a positive feedback coefficient for nonlinear dynamical system based on strategies of linear feedback control (ordinary, dislocated, speed, enhancing), is summarize by the following theory.

**Theorem:** Control matter with a positive feedback coefficient have the next cases [25]:

1. control it if there is only one positive feedback gian \( m \), and \( m > \text{constant} \).
2. not control if there is only one positive feedback gian \( m \), and \( m < \text{constant} \).
3. control it, if there is at two least positive feedback coefficient and \( n_{i=1}^n m_i \neq \emptyset \).
4. not control, if there is at two least positive feedback coefficient and \( n_{i=1}^n m_i = \emptyset \).

4.1. Ordinary feedback control

When the Jerk system is resolved within this strategy, we get three strategies, only one strategy succeeds.

**Theorem:** when add the control, \( U_2 = -mx_2 \), then the active a positive feedback coefficient is \( m > 0.1247 \)

**Proof:** From a new control with system (5) we obtain the next form:

\[
\begin{bmatrix}
\dot{x} \\
\dot{y} \\
\dot{z}
\end{bmatrix} = \begin{bmatrix}
0 & 1 & 0 \\
0 & -m & 1 \\
\alpha & \beta & -\alpha
\end{bmatrix}\begin{bmatrix}
x \\
y \\
z
\end{bmatrix} + \begin{bmatrix}
0 \\
-my \\
0
\end{bmatrix}
\]

And the auxiliary equation of above system is:

\[\tau^3 + (a + m)\tau^2 + (am - \delta)\tau + \beta = 0\]  \hspace{1cm} (6)

Now based on Routh-Hurwitz theorem the first and the condition is satisfied:

\[a > 0 \implies (a + m) > 0\]

\[c > 0 \implies \beta > 0\]

Finally, from the third condition \( ab - c > 0 \), we get the following inequality:

\[am^2 + (a^2 - \delta)m - a\delta - \beta > 0\]

Now, solving this inequality two feedback coefficients are obtained:

\[m_1 > 0.1247, m_2 > -3.6969\]

the active is \( m_1 > 0.1247 \).

Therefore, then satisfied the first condition of theorem. the prove completed. the following analytical and simulation numerical are justified the same result.

Analytically: by substitute the parameter of value \( \alpha = 3.6, \beta = 1.3, \delta = 0.1 \) in the equation (6) and chosen positive feedback coefficient as the following:

\[m = 0.123 \text{ then, } \tau_{1,2} = 0.00083 \pm 0.5907i, \tau_3 = -3.7247\]

\[m = 0.1247 \text{ then, } \tau_{1,2} = 0, \tau_3 = -3.7247\]

\[m = 0.125 \text{ then, } \tau_{1,2} = -0.000131 \pm 0.5907i, \tau_3 = -3.7247\]

**Numerically:**

Depending on the MATLAB (17.a) program and the choice of parameter values (\( \alpha = 3.6, \beta = 1.3, \delta = 0.1 \)) and the use of Rang Kuta of the fourth rank and the step (\( \Delta t = 0.1 \)) and the initial(\( X_0, Y_0, Z_0 \)) values (1.0,-1), to check the control system (5) with controller (\( u_2 = -my \)), the linear feedback coefficient was selected (\( n = 0.123 \text{ and } m = 0.125 \)) respectively. Figure 3 illustrates the behavior of variables \( (x, y, z) \) and we observe the spacing in Figure 3(a), we observe the convergence in Figure 3(b), as shown in the next Figure 3.
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4.2. Dislocated feedback control

In this strategy (dislocated feedback control), we have six formulas, two of them achieved to suppress dynamical system, these strategies can be summarized in the following Table 1, Figure 4 shows successful strategies with positive feedback coefficient (Y = -my) for system (5).

<table>
<thead>
<tr>
<th>No</th>
<th>Control Y = [v_i] T</th>
<th>auxiliary equation</th>
<th>Routh-Hurwitz criterion</th>
<th>the conditions Based of theorem</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>[0,-my, 0] T</td>
<td>( \tau^3 + \alpha \tau^2 - (\delta - m\beta)\tau + \beta = 0 )</td>
<td>( AB - C &gt; 0 \Rightarrow m &gt; 0.3547 )</td>
<td>the first condition</td>
</tr>
<tr>
<td>2.</td>
<td>[0,0,-my] T</td>
<td>( \tau^3 + \alpha \tau^2 - (\delta - m\beta)\tau + \beta = 0 )</td>
<td>( AB - C &gt; 0 \Rightarrow m &gt; 0.4611 )</td>
<td>the first condition</td>
</tr>
<tr>
<td>3.</td>
<td>[-my, 0,0] T</td>
<td>( \tau^3 + \alpha \tau^2 - \delta\tau + m\beta + \beta = 0 )</td>
<td>( m_1 &lt; 1, m_2 &gt; 1.276 )</td>
<td>the four condition</td>
</tr>
<tr>
<td>4.</td>
<td>[0,-mx,0] T</td>
<td>( \tau^3 + \alpha \tau^2 - \delta\tau - m\beta + \beta = 0 )</td>
<td>( m_1 &lt; 36, m_2 &gt; 36.9765 )</td>
<td>the four condition</td>
</tr>
<tr>
<td>5.</td>
<td>[0,-mz,0] T</td>
<td>( \tau^3 + \alpha \tau^2 - \delta(1-m)\tau + \beta(1-m) = 0 )</td>
<td>( m_1 &lt; 1, m_2 &gt; 1 )</td>
<td>the four condition</td>
</tr>
</tbody>
</table>

**Corollary:** When the control as \( Y_2 = -mx \) we have negative feedback coefficient failure this strategy.

![Figure 3](image.png)

Figure 3. (a) Paths system before adding the control units (b) paths system after adding the control units

![Figure 4](image.png)

Figure 4. (a) Paths system before adding the control units (b) paths system after adding the control units
4.3. Speed feedback control

In this method we have 6 formulas, two of them have been effective in repress the dynamic system, these strategies can be summarized in the following Table 2. Figure 5 shows successful strategies with positive feedback coefficient (m) for system (5).

<table>
<thead>
<tr>
<th>No</th>
<th>Control ( Y = [v_i]T )</th>
<th>auxiliary equation</th>
<th>Routh-Hurwitz criterion</th>
<th>the conditions Based of theorem</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>( [0,-mx, 0]^T )</td>
<td>( t^3 + (a + m)t^2 + (am - \delta)t + \beta = 0 )</td>
<td>( AB - C &gt; 0 \Rightarrow m )</td>
<td>the first condition</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( A &gt; 0, C &gt; 0 )</td>
<td>&gt; 0.1247</td>
<td></td>
</tr>
<tr>
<td>2.</td>
<td>( [0,0, -mx]^T )</td>
<td>( t^3 + at^2 + (m - \delta)t + \beta = 0 )</td>
<td>( AB - C &gt; 0 \Rightarrow m )</td>
<td>the first condition</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>&gt; 0.4611</td>
<td></td>
</tr>
<tr>
<td>3.</td>
<td>( [-m,0,0]^T )</td>
<td>( t^3 + at^2 - (\delta + m\beta)t + \beta = 0 )</td>
<td>( m &gt; -0.3547 )</td>
<td>the second condition</td>
</tr>
<tr>
<td>4.</td>
<td>( [-my, 0]^T )</td>
<td>( t^3 + (a - \beta m)t^2 - \delta \tau + \beta + \beta \beta m = 0 )</td>
<td>( m &gt; -1.4180 )</td>
<td>the second condition</td>
</tr>
<tr>
<td>5.</td>
<td>( [0,-mz,0]^T )</td>
<td>( t^3 + (a + \delta m)t^2 + (-\delta m - \delta)t + \beta = 0 )</td>
<td>( m_1 &gt; -35.7194 )</td>
<td>the second condition</td>
</tr>
<tr>
<td></td>
<td>( [0,0,-my]^T )</td>
<td>( t^3 + (a + m)t^2 - \delta \tau + \beta = 0 )</td>
<td>( m &gt; -16.6 )</td>
<td>the second condition</td>
</tr>
</tbody>
</table>

Figure 5. (a) Paths system before adding the control units (b) paths system after adding the control units

4.4. Enhancing feedback control:

By using this strategy (Enhancing feedback control), we obtained four terms, three of them subdued dynamic system, the following Table 3 briefly describes these strategies and the Figure 6 presentation of one of the felicitous strategies.

<table>
<thead>
<tr>
<th>No</th>
<th>Control ( Y = [v_i]T )</th>
<th>auxiliary equation</th>
<th>Routh-Hurwitz criterion</th>
<th>the conditions Based of theorem</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>( [-mx, -my, 0]^T )</td>
<td>( t^3 + (a + 2m)t^2 + (2am + k^2 - \delta)t + (am^2 - \delta m + \beta = 0 )</td>
<td>( AB - C &gt; 0 \Rightarrow m )</td>
<td>the first condition</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>&gt; 0.0621</td>
<td></td>
</tr>
<tr>
<td>2.</td>
<td>( [-mx, 0, -mz]^T )</td>
<td>( t^3 + (a + m)t^2 + (am + m\beta - \delta)t + (\beta - \delta \beta m = 0 )</td>
<td>( AB - C &gt; 0 \Rightarrow m )</td>
<td>the first condition</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>&gt; 0.1172</td>
<td></td>
</tr>
<tr>
<td>3.</td>
<td>( [0, -my, -mz]^T )</td>
<td>( t^3 + (a + m)t^2 - (am + m^2 + m\beta - \delta)t + \beta = 0 )</td>
<td>( AB - C &gt; 0 \Rightarrow m )</td>
<td>the first condition</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>&gt; 0.0961</td>
<td></td>
</tr>
<tr>
<td>4.</td>
<td>( [-mx, -my, -mz]^T )</td>
<td>( t^3 + (a + 3m)t^2 + (2am + 3m^2 - \delta)t + (am^2 - \beta - \delta m_1 = 0 )</td>
<td>( m_1 &gt; -1.5809 )</td>
<td>the second condition</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>( \pm 0.4874, m_2 )</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>&gt; 0.03815</td>
<td></td>
</tr>
</tbody>
</table>
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4.5. Combine between ordinary and dislocated feedback control

In this technique, we combine between ordinary feedback control and dislocated feedback control, where six forms were get, but five of them were felicitous in obtaining on the coefficient of positive feedback for system (5). The following Table 4 summarizes the successful strategies we have obtained in repress the system, and Figure 7 shows one of the successful strategies.

Table 4. Control their auxiliary equation and corresponding of index of Routh-Hurwitz criterion

<table>
<thead>
<tr>
<th>No</th>
<th>Control Y=[v]T</th>
<th>auxiliary equation</th>
<th>Routh-Hurwitz criterion</th>
<th>the conditions Based of theorem</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>[(-mx, -my ) ,0,0]T</td>
<td>( r^3 + (a + m)rt^2 + (am - \delta)r + \beta ) ( - \beta m - \delta m = 0 )</td>
<td>( A &gt; 0 ) ( C = 1.3 - 0.1m - 1.3m &gt; 0 )</td>
<td>( m_l &gt; 0.9285 ) ( AB - C &gt; 0 \Rightarrow m_l &gt; 0.1131 )</td>
</tr>
<tr>
<td>2.</td>
<td>[(-mx, -mx ) ,0,0]T</td>
<td>( r^3 + (a + m)rt^2 + (am - \delta - \beta m)t ) ( - \delta m = 0 )</td>
<td>( A &gt; 0 ) ( C = 1.3 - 0.1m + m &lt; 13 )</td>
<td>( AB - C &gt; 0 \Rightarrow m &gt; 0.1904 )</td>
</tr>
<tr>
<td>3.</td>
<td>[0,(-mx , -my) ,0]T</td>
<td>( r^3 + (a + m)rt^2 + (am + m - \delta)t ) ( + \beta + am = 0 )</td>
<td>( A &gt; 0 ) ( C = 1.3 - 0.1m &gt; m_l &lt; 1 )</td>
<td>( AB - C &gt; 0 \Rightarrow m &gt; 0.1111 )</td>
</tr>
<tr>
<td>4.</td>
<td>[0,(-mx , -mx),0]T</td>
<td>( r^3 + (a + m)rt^2 + (am + m - \delta + \delta m)t ) ( + \beta - \beta m = 0 )</td>
<td>( A &gt; 0 ) ( C = 1.3 - 1.3m \Rightarrow m_l &lt; 1 )</td>
<td>( AB - C &gt; 0 \Rightarrow m_l &gt; 0.04231 )</td>
</tr>
<tr>
<td>5.</td>
<td>[0,0,(-mx , -mx)]T</td>
<td>( r^3 + (a + m)rt^2 + (m - \delta)t + \beta = 0 )</td>
<td>( A &gt; 0 ) ( C &gt; 0 )</td>
<td>( m &gt; -1.5090 )</td>
</tr>
<tr>
<td>6.</td>
<td>[0,0,0,-mx ]T</td>
<td>( r^3 + (a + m)rt^2 - \delta t + \beta + m = 0 )</td>
<td>( A &gt; 0 ) ( C &gt; 0 )</td>
<td>( m &gt; -1.5090 )</td>
</tr>
</tbody>
</table>

Figure 6. (a) Paths system before adding the control units (b) paths system after adding the control units

Figure 7. (a) paths system before adding the control units (b) paths system after adding the control units
4.6. Combine between ordinary and speed feedback control

In this technique, we combine between ordinary feedback control and dislocated feedback control, where six forms were get, but five of them were successful in obtaining the coefficient of positive feedback for system (5). The following Table 5 summarizes felicitous strategies obtained in suppressing the system, and Figure 8 shows one of the successful strategies.

<table>
<thead>
<tr>
<th>No</th>
<th>Control $Y=[v_i]^T$</th>
<th>auxiliary equation</th>
<th>Routh-Hurwitz criterion</th>
<th>the conditions Based of theorem</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>$[(\alpha,\alpha), 0,0]^T$</td>
<td>$\tau^2 + (\alpha + m)\tau + (\alpha - \beta)\tau + (\alpha - m)\tau = 0$</td>
<td>$A &gt; 0$</td>
<td>$C = 1.3 - 0.1m &gt; 0 \Rightarrow m_i &lt; 13$</td>
</tr>
<tr>
<td>2.</td>
<td>$[(\alpha,\alpha), 0,0]^T$</td>
<td>$\tau^2 + (m - \beta)\tau + (m - \beta)\tau + (m - \beta)\tau = 0$</td>
<td>$A &gt; 0 \Rightarrow m_i &lt; 12$</td>
<td></td>
</tr>
<tr>
<td>3.</td>
<td>$[0, (\alpha,\alpha), 0,0]^T$</td>
<td>$\tau^2 + (m + \beta)\tau + (m + \beta)\tau + (m + \beta)\tau = 0$</td>
<td>$A &gt; 0 \Rightarrow m &gt; 0.0623$</td>
<td></td>
</tr>
<tr>
<td>4.</td>
<td>$[0, (\alpha,\alpha), 0,0]^T$</td>
<td>$\tau^2 + (m + \beta)\tau + (m + \beta)\tau + (m + \beta)\tau = 0$</td>
<td>$A &gt; 0 \Rightarrow m &gt; 0.1917$</td>
<td></td>
</tr>
<tr>
<td>5.</td>
<td>$[0, (\alpha,\alpha), 0,0]^T$</td>
<td>$\tau^2 + (m + \beta)\tau + (m + \beta)\tau + (m + \beta)\tau = 0$</td>
<td>$A &gt; 0 \Rightarrow m &gt; 0.1281$</td>
<td></td>
</tr>
<tr>
<td>6.</td>
<td>$[0, (\alpha,\alpha), 0,0]^T$</td>
<td>$\tau^2 + (m + \beta)\tau + (m + \beta)\tau + (m + \beta)\tau = 0$</td>
<td>$A &gt; 0 \Rightarrow m &gt; 0.0623$</td>
<td></td>
</tr>
</tbody>
</table>

Figure 8. (a) paths system before adding the control units (b) paths system after adding the control units

In this section will be compared between (ordinary and dislocated feedback control) with (combine between strategies ordinary and dislocated feedback control) in the Table part (I) from the side and (ordinary and speed feedback control) with (combine between strategies ordinary and speed feedback control) in the Table part (II) from the other side. As shown in the next tables.
### Part (II)

<table>
<thead>
<tr>
<th>Ordinary feedback control</th>
<th>Speed feedback control</th>
<th>Combine between strategies ordinary and speed feedback control</th>
</tr>
</thead>
<tbody>
<tr>
<td>N o</td>
<td>V&lt;sub&gt;i&lt;/sub&gt;</td>
<td>feedback control</td>
</tr>
<tr>
<td></td>
<td>V&lt;sub&gt;i&lt;/sub&gt;</td>
<td>feedback control</td>
</tr>
<tr>
<td>1. [0, -m&lt;sub&gt;x1&lt;/sub&gt;, 0]&lt;sup&gt;T&lt;/sup&gt;</td>
<td>m &gt; 0.1247</td>
<td>[−m&lt;sub&gt;x1&lt;/sub&gt;, −m&lt;sub&gt;x2&lt;/sub&gt;, 0]&lt;sup&gt;T&lt;/sup&gt; m &gt; 0.1247</td>
</tr>
<tr>
<td>2. [0, 0, −m&lt;sub&gt;x1&lt;/sub&gt;]&lt;sup&gt;T&lt;/sup&gt;</td>
<td>m &gt; 0.4611</td>
<td>[−m&lt;sub&gt;x1&lt;/sub&gt;, −m&lt;sub&gt;x3&lt;/sub&gt;, 0]&lt;sup&gt;T&lt;/sup&gt; m &lt; 1.19922</td>
</tr>
<tr>
<td>3. [0, −m&lt;sub&gt;x2&lt;/sub&gt;, 0]&lt;sup&gt;T&lt;/sup&gt;</td>
<td>m &gt; 0.0623</td>
<td>[0, −m&lt;sub&gt;x2&lt;/sub&gt;, −m&lt;sub&gt;x3&lt;/sub&gt;]&lt;sup&gt;T&lt;/sup&gt; m &lt; 0.1917</td>
</tr>
<tr>
<td>4. [0, −m&lt;sub&gt;x3&lt;/sub&gt;, 0]&lt;sup&gt;T&lt;/sup&gt;</td>
<td>m &gt; 1.2670</td>
<td>[0, −m&lt;sub&gt;x3&lt;/sub&gt;, −m&lt;sub&gt;x4&lt;/sub&gt;]&lt;sup&gt;T&lt;/sup&gt; m &lt; 1.2670</td>
</tr>
</tbody>
</table>

### 5. CONCLUSIONS

In this paper, we referred to the linear feedback control strategies, which included (ordinary, dislocated, enhancing feedback control) addition to the speed feedback control strategy on the Jerk system. We found that the enhancing strategy got the best results because it contains more than one feedback. For this reason, we combined these previous strategies to improve our results. When compared with the original strategies, it was found that the method of integration is efficient and distinct and can be applied on other dynamic systems.
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