Development of a stand-alone and scalable weather monitoring system using two-way VHF radios
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ABSTRACT
As weather-related disasters visit the Philippines regularly and the intensity increases over time, an all-weather system of monitoring the weather and its effects is necessary. Specifically, when super typhoon Yolanda (with international name Haiyan) devastated central Philippines in 2013, almost all public terrestrial communication systems were down. This paper proposes a “back-to-the-basics”, stand-alone and scalable system used to monitor the weather in several locations. The system is not dependent on the public telecommunication systems but rather uses the old but reliable Very High Frequency (VHF) two-way communication system for the transmission of sensor data such as temperature, wind speed and direction, rainwater precipitation and water level. The scalability feature of the system allows the addition of more monitoring stations to cover a wider area. Based on the tests conducted with the prototype composed of a command center and three (3) local monitoring stations, the system was able to demonstrate the transmission of weather data as well as the scalability feature of the system. The system is envisaged that the proposed system can be very useful in weather monitoring in a provincial setting where the command center is in the provincial capitol and the monitoring stations are in municipalities and cities within the province.
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1. INTRODUCTION
Located along the typhoon belt in the Pacific, the Philippines is visited, on the average, by 20 typhoons each year [1]. Many typhoons come with strong winds and excessive rainfall resulting to flooding, loss of lives as well as damages to infrastructure and agriculture. Worst, after or even during the landfall of a strong typhoon, public telecommunication services are intermittent, or not available at all. During extreme weather conditions, there is a need for a system that is robust, reliable, low on cost and maintenance, and can cover a wide area to continuously monitor weather data.

In this regard, several systems were deployed and developed to monitor the weather. In 2011, PAGASA, the weather bureau of the Philippines, started deploying several Automated Weather Stations (AWS) in various locations in the country [2]. An AWS monitors weather-related data and transmits the same to PAGASA head office in Quezon City on real-time basis. It uses the Short Message Service (SMS) of telephone companies which is prone to signal outage during extreme weather conditions. It can also be fitted with satellite transmitters if the SMS capability fails [2]. However, the acquisition of satellite communication equipment is costly and the subscription is expensive.
Monitoring systems were also developed and published as undergraduate theses [3, 4]. One of these systems uses a CMU (Control Monitoring Unit) and several RPTs (Remote Process Transceivers) stationed in predetermined locations. For the transmission of data, it uses transceivers that operate in the 900 MHz ISM (Industrial, Scientific and Medical) ultra-high frequency (UHF) radio band. The transmitter part of the transceiver has a maximum power of one (1) watt. However, one drawback of the system is the high attenuation at the 900 MHz band limiting the link range and reliability. Further, the transceiver itself is not commonly available and has fragility issues.

This paper presents a system that is a good alternative to the AWS and the systems described in [3, 4]. The proposed system is more reliable since it operates at a lower frequency and entails a lower cost to construct. A provincial local government in Philippine setting can easily implement it. If the power source and electronic components of the proposed system are properly secured, the reliability of the system depends solely on the robustness of the antenna installation. The system uses a network of two-way radio transceivers operating in the Very High Frequency (VHF) band, specifically at 144 MHz (Transmit) and 136 MHz (Receive) with a 5.5-watt maximum transmitter power. Since the system operates at VHF, propagation loss is much lower. Signal attenuation is more predictable at VHF compared to UHF, especially during the occurrence of heavy rains and cloud formations. Further, the transceivers used in the proposed system are the more common and reliable two-way communication transceivers locally available. These transceivers are used by almost all local government units in the Philippines. Unlike the AWS, the proposed system is a stand-alone system, neither relying on cellular telephone systems that are prone to power outages during severe typhoons nor the more expensive satellite systems. Also, the proposed system has scalability feature that allows the range to be extended using additional nodes. It allows more monitoring stations to be added to increase the area being monitored. This feature is made possible through a user-defined protocol (UDP) [5]. The proposed system is ideal in remote and mountainous areas where unreliable cellular signal is common.

2. METHODOLOGY

The proposed system is composed of a command center (CC) and several remote monitoring stations (RMS) as illustrated in Figure 1(a). It is developed to gather sensor data from the RMSs then transmit and eventually received, displayed and stored in the CC. It is necessary that the first remote monitoring station (RMS1) is nearer to the CC compared to RMS2 and RMS2 is nearer than RMS3 from the CC, and so on. In an ideal setup, the CC is located in the provincial capitol (the office of the provincial governor) while the RMSs are located in cities or municipalities in the province, preferably places that are flood-prone. In the system setup illustrated in Figure 1(a), the CC communicates with RMS1, RMS1 communicates with RMS2, RMS2 with RMS3 and so on. The CC is not allowed to communicate directly to RMS2 or any RMS other than RMS1. The request for data gathering emanates periodically from the CC to the RMSs. Each RMS (except the last RMS) acts as a relay station for the succeeding RMSs to receive the same request from the CC. Referring to Figure 1(a), the request from CC will be received by RMS1, sends its sensor data to CC where the same data will be displayed and eventually stored. After the reception of the sensor data of RMS1, the CC will send a request message intended for RMS2 via RMS1. RMS1 must determine that the received request is intended for RMS2 and not for it and so it passes to RMS2. Upon reception of the request, RMS2 sends its sensor data to RMS1, RMS1 then relays the same data to CC where the sensor data of RMS2 will be displayed and stored. After RMS2 transmitted its data and eventually received and stored in the CC, the CC again sends a request for the transmission of sensor data, this time, for RMS3. The request message will be received by RMS3 through RMS1 and RMS2. When RMS3 receives the request from RMS2, it gathers its sensor data and transmits the same to the CC through RMS2 and RMS1. The sensor data of RMS3 will then be displayed and stored in the CC. The process goes on until the last station is done receiving the command and transmitting its data. If, in any case, the request from the CC is received directly by RMSs other than RMS1, the request is simply ignored by these RMSs. Also, if an RMS transmits its data, all RMSs farther than the transmitting RMS will ignore the transmission and do not relay the same. This is implemented through the fields in the UDP. The sending of requests for sensor data by the CC can be set to an hourly basis or on demand by pressing a button in the CC.

Two-way radio transceivers operating in the VHF band are used both at the CC and at all RMSs for the transmission and reception of sensor data and data requests from the CC. Each RMS gathers data on air temperature, wind speed and direction, amount of rainfall and water level through several sensors. The design of the system was made after a thorough review of existing theorems and similar systems [6-8] and a more detailed block diagram of the system was developed and is shown in Figure 1(b). The CC consists of a transceiver, a Dual-Tone, Multi-frequency (DTMF) converter, a microcontroller and a computer where the Graphical User Interface (GUI) resides. All RMSs have a VHF transceiver and a set of sensors. A microcontroller and a DTMF converter similar to the one described in the CC is also used in each RMS. Each of these parts of the system are then described for the reader to understand the design and development of the whole system.
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2.1. The command center (CC)

The CC has a computer where the current sensor data from the RMSs are displayed and stored. It also has a microcontroller that controls the sending of request for sensor data periodically, among other functions. A DTMF converter interfaces the microcontroller input/output (I/O) and the transceiver I/O. Specifically, the DTMF converter transforms the electrical digital I/O from the microcontroller to acoustical quantity that the transceiver can accept. It also transforms from acoustical to electrical quantity. The microcontroller is used to control the collection and conditioning of data from the sensors and the transmit/receive function of the transceiver. Figure 2(a) shows the flow diagram of the CC. It illustrates the overall operation of the CC to implement its functions, both for the automatic periodic transmission of request message and for manual operation. For manual operation when sensor data are needed from a particular RMS, a specific push-button is pressed.

The CC uses a UDP when it requests for sensor data. The UDP used in the CC is composed of 12 bits and the structure is shown in Figure 2(b). The UDP is also designed to make the scalability of the project possible. The protocol in sending a request is composed of the following 4-bit fields: origin, next, destination. The origin field determines the identification of the source of the data, whether it be coming from a remote station or from the CC. In the prototype of the system, the CC, RMS1, RMS2 and RMS3 are given the following identification: 0, 1, 2, and 3, respectively using four bits each. The next field determines the next station that should receive the current data transmission. The destination field determines the target/final station the data is destined to. The number of bits in each field in the UDP addresses the scalability feature of the system. When the number of bits assigned to identify an RMS is increased, more RMSs can be accommodated. In the flowchart, the system takes 2 seconds to receive sensor data from an RMS from the time a request was made. Sensor data that were transmitted come only from a particular RMS at any particular time. Since each RMS transmits one set of data at a time, the amount of data that were transmitted per unit time remains the same irrespective on the number of RMSs. This follows that the bandwidth of the data also remains the same. The maximum number of RMSs that the system can take is determined by the period that sensor data should be transmitted regularly. If sensor data should be sent to the CC on an hourly basis, the maximum number of RMS would be 1800 (3600 seconds/2 seconds each station). A system with 1800 nodes is such a big system. If the proposed system is deployed in a province in the Philippines, a system with 50 nodes would be more than enough.

Visual Basic program is used in the implementation of the GUI to display the values collected from the sensors of all the stations. The output of the microcontroller at the CC is connected to the COM1 port of the computer. Since Visual Basic is an event-driven programming language, a program is designed to check for data sent through the COM1 port every two milliseconds. If there are available data, the same are read and then displayed as current sensor data. These data will eventually be saved in a database after the reception of another set of new sensor data. Previous data are saved in Excel files. The stored sensor data also contains the date and the time of reception.

The two-way radio transceiver used in the implementation of the prototype both in the CC and in each of the RMSs is the ICOM IC-V80 VHF transceiver and is shown in Figure 2(c). It is a handheld type transceiver operating over the frequency range of 144 to 148 MHz in transmit mode and 136 to 174 MHz in receive mode. Its transmit power can be set to three ratings: 5.5 watts, 2.5 watts and 0.5 watt. This two-way radio can last up to a maximum of 19 hours operating time with the supplied 2000 mAh Li-Ion battery. It also has an IP54 rating assuring that the transceiver is water resistant and has protection against dust and dirt [9].

The DTMF converter diagram is shown in Figure 2(d). It is basically composed of an encoder and a decoder to fulfill its transducer functions. Specifically, it uses the W91312 Tone Generator and the CM8870...
Integrated DTMF. Between the radio transceiver and the DTMF module is an auxiliary headset to avoid messing with the internal circuitry of the radio. The generated DTMF will go through the microphone terminal of the headset, and the received DTMF signal will pass through the earphone terminal. The microphone part is electrically isolated from the circuit via a transformer to ensure that only AC signals will go through the microphone. An amplifier circuit is implemented at the output of the W91312 DTMF encoder and just before the microphone terminal to ensure sufficient signal level is fed through the microphone. The Push-to-Talk function of the radio is turned-on using an electromechanical relay. It will activate only when the node (RMS) is ready to transmit and deactivated when the node is done transmitting. An LED indicator is placed at the relay to indicate that the transceiver is in the transmit mode.

![Flow diagram of the Command Center](image1)
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![The ICOM IC-V80 Two-way Radio transceiver](image3)
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Figure 2. (a) Flow diagram of the Command Center, (b) User-Defined Protocol for sending a request, (c) The ICOM IC-V80 Two-way Radio transceiver, (d) Diagram of the DTMF converter
2.2. Remote monitoring station (RMS)

The RMS has a set of sensors, a microcontroller, DTMF converter and a transceiver. These are shown in the block diagram illustrated in Figure 3(a). The microcontroller used is the PIC16F877A, the same microcontroller used in the implementation of the CC. The DTMF converter in the RMS is also similar to the one used in the CC. A small LCD display is provided in the RMS for function monitoring purposes. Dip switches are used to specify the identification of each RMS. Each RMS essentially waits for a command from the CC, or relays sensor data from other RMSs to eventually reach the CC. When a command is received, the RMS determines if the command or data is intended for it. If not, it simply ignores the data. If the command is intended for that remote station, the station will collect sensor data and send the collected data to the CC. Figure 3(b) illustrates the flow diagram of the RMS. Each RMS also uses a UDP for the transmission of sensor data and is shown in Figure 3(c). It is composed of the following fields: origin, next, destination and the data. The first three fields are basically the same as the ones used in the CC and were described above. The data field utilizes a total of 56 bits to transmit the following sensor data: temperature, rainfall, wind speed, wind direction and water level. To monitor the battery voltage, also transmitted and monitored is the supply voltage using 12 bits for a total transmitted data of 68 bits.

In the implementation of the prototype, the temperature sensor used is the LM35. It is an IC-based temperature sensor having an output voltage directly proportional to the temperature. It can measure temperature ranging from -55°C to 150°C and does not require an external calibration to meet the ± 3/4°C accuracy. When used in the system, the average error (out of 5 trials) is 0.2% around the reference temperature of 20°C.

The water level sensor in the prototype uses six (6) float switches placed 6 inches apart inside a rectangular enclosure. Also, the distance from the ground to the first float switch is 6 inches. The enclosure has a small hole at the bottom to allow water to enter the water level sensor. The float switches are connected to a pull-up resistor via a series of resistors. The circuit diagram of the water level sensor is shown in Figure 3(d). The voltage at RA1 is used to determine the water level and is equal to the voltage drop across the total resistance below RA1. This total resistance is in series with the 10 kΩ resistor directly connected to the source, forming a voltage divider network. Since floater switches are 6 inches apart, the accuracy is also within this range. In practice for flood monitoring, this accuracy is acceptable.

The rain gauge sensor used in the prototype is a small rain gauge from PRONAMIC and is composed of a pull-up resistor of 10k Ω and a reed switch. Every time the reed switch is turned closed, a pulse is sent to the microcontroller. The sampling period of the rain gauge is set to one hour. The rain gauge used in prototype is an industry type, so its accuracy is within the acceptable values.

The anemometer used in the prototype is from Davis Instruments. It also has a 10 kΩ pull-up resistor and a reed switch. Every time a revolution is completed, the reed switch closes sending a pulse to the microcontroller. The sampling period is set at 2.25 seconds and the unit is set at miles per hour. This anemometer has an error of about 0.2% at a wind speed of 50 mph.
Figure 3. (a) Block Diagram of the remote monitoring station, (b) general Flowchart for the remote monitoring stations, (c) user-defined protocol for sending back the data collected, (d) circuit diagram of the water level sensor.
3. RESULTS AND DISCUSSION

The proposed system is constructed, implemented and tested with a CC and three (3) RMSs. Figure 4(a) shows the CC, the three RMSs and some of the sensors in a thesis exhibit. Not shown in the image is the computer. Figure 4(b) shows the electronic parts of the CC. Observe the presence of the three push buttons on the front right part of the CC. These are the buttons used for the manual sending of request for sensor data from the CC to the RMSs. The internal parts of the RMSs are shown in Figure 4(c). Each RMS unit is provided with an LCD (liquid crystal display) for easy testing and troubleshooting at the remote location. Figure 4(d) shows such a display. It displays some sensor data and some codes received and transmitted by the unit.

![Figure 4](image)

Figure 4. Prototype of the proposed monitoring system

The system was tested in an open area along the sea wall of Manila with varying distances between units with three trials for each distance value. The tests aim to demonstrate the ability of the system to (1) send request for sensor data by the CC to the destined RMS, (2) send sensor data to the CC by each of the RMSs and (3) determine the distance limitation of the system. The tests involve a CC and three remote stations with all transceivers: placed in upright position; having a transmitter output power of 5.5 watts; and elevated one meter above the ground level. Prior to these range tests, all sensors are properly calibrated using standard procedures and with accuracies within acceptable limits. In the range tests, the transceivers use the omnidirectional rubber ducky antenna that come with the transceiver upon purchase. Table 1 shows the results of these tests. The successful entries mean that, in at least two of the three trials, the sensor data are successfully received by the CC. Unsuccessful entries mean that there are at least two unsuccessful reception of sensor data at the CC out of the three trials. The table shows that with the rubber ducky antenna, the system is able to operate with a node distance of up to 900 meters. For applications requiring greater distances between nodes, e.g. inter-city or inter-town, high gain and directional antennas should be installed. The use of high gain antennas will improve the range of the system, higher than the 1300-meter range set by the system described in [3]. Based on existing VHF two-way communications systems and with the proper antenna gain and elevation, a node distance of 30-40 km can be achieved easily.

<table>
<thead>
<tr>
<th>Node Distance (meters)</th>
<th>CC-RMS1</th>
<th>RMS1-RMS2</th>
<th>RMS2-RMS3</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>Successful</td>
<td>Successful</td>
<td>Successful</td>
</tr>
<tr>
<td>200</td>
<td>Successful</td>
<td>Successful</td>
<td>Successful</td>
</tr>
<tr>
<td>300</td>
<td>Successful</td>
<td>Successful</td>
<td>Successful</td>
</tr>
<tr>
<td>400</td>
<td>Successful</td>
<td>Successful</td>
<td>Successful</td>
</tr>
<tr>
<td>500</td>
<td>Successful</td>
<td>Successful</td>
<td>Successful</td>
</tr>
<tr>
<td>600</td>
<td>Successful</td>
<td>Successful</td>
<td>Successful</td>
</tr>
<tr>
<td>700</td>
<td>Successful</td>
<td>Successful</td>
<td>Successful</td>
</tr>
<tr>
<td>800</td>
<td>Successful</td>
<td>Successful</td>
<td>Successful</td>
</tr>
<tr>
<td>900</td>
<td>Successful</td>
<td>Successful</td>
<td>Successful</td>
</tr>
<tr>
<td>1000</td>
<td>Unsuccessful</td>
<td>Unsuccessful</td>
<td>Unsuccessful</td>
</tr>
<tr>
<td>1100</td>
<td>Unsuccessful</td>
<td>Unsuccessful</td>
<td>Unsuccessful</td>
</tr>
<tr>
<td>1200</td>
<td>Unsuccessful</td>
<td>Unsuccessful</td>
<td>Unsuccessful</td>
</tr>
</tbody>
</table>

During successful transmission of ‘request for data’ from CC and its eventual reception of data, the received current sensor data from RMSs are displayed in the GUI. A sample of such display is shown in Figure 5(a) with the current sensor data from RMS3 being displayed. In the figure, the immediate sensor data as well as the battery voltage of each of the three RMS are also shown in the display. The tests were conducted sometime in July 21, 2017. Figure 5(b) shows a screen shot of a sample log of the previous sensor data from the three remote monitoring stations which were logged in Excel file after being displayed in the GUI.
The main advantage of the proposed system with the previously developed monitoring systems is its range due to the lower operating frequency and higher transmitter power. The proposed system is also easier to maintain since it makes use of locally available components. Compared to the AWS, the proposed system is better on reliability and availability, and on cost. Based on the results of the tests conducted, the proposed system can find applications such as the ones described in [9-11] or any system that involves the transmission of any data [12, 13]. The systems described in [14-16] are recommended for the proposed system’s optimization on features and energy efficiency. Other modes of transmissions are described in [17-25].

4. CONCLUSION

The system just presented was proposed with the aim of developing a remote monitoring system (1) capable of withstanding extreme weather and other conditions, (2) that is low cost, and (3) that promotes the utilization of locally available components. It serves as a low-cost, an easy-to-deploy and a robust system to monitor the weather and its effects, especially for extreme weather conditions. Monitoring the weather comprehensively, in real-time and in the local government level allows concerned government agencies to formulate actions for relief and risk reduction in affected areas. The use of VHF radio transceivers in the prototype for the sending and reception of requests and sensor data is effective up to 900 meters between nodes with the use of omnidirectional antennas. The addressing issue and scalability feature were managed in...
the proposed system with the use of the user-defined protocol. The scalability feature extends the coverage area of the monitoring system by increasing the number of monitoring stations. This is done by increasing the number of bits in the identification of each node. In the prototype, there are four bits used which allows the number of RMSs to a maximum of 16 (24). The minimum length of time sensor data should be transmitted regularly should also be considered as discussed earlier. However, the proponents recommend the use of an error control scheme in the transmission and reception of data to improve the reliability of the system. Also, the use of directional, high gain and elevated antennas to increase the distance between stations is recommended. The proponents further recommend the use of the proposed system in the transmission of data from sensors in various applications. The system may also find applications in monitoring seismic activities, landslide, civil structural health, groundwater level and contamination, industrial process, and automated building climate control. Further, the authors would like to recommend for future works the optimization of some of the features of the system and in making it more energy efficient.
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