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ABSTRACT

Synthetic Aperture Radar (SAR) is an imaging system based on the processing of radar echoes. The produced images have a huge amount of data which will be stored onboard or transmitted as a digital signal to the ground station via downlink to be processed. Therefore, some methods of compression on the raw images provides an attractive option for SAR systems design. One of these techniques which used for image reconstruction is the Orthogonal Matching Pursuit (OMP). OMP is an iterative algorithm which need high computational operations. The computational complexity of the iterative algorithms is high due to updating operations of the measurement vector and large number of iterations that are used to reconstruct the images successfully. This paper presents a new adaptive OMP algorithm to overcome this issue by using certain threshold. The new adaptive OMP algorithm is compared with the classical OMP algorithm using the Receiver Operating Characteristic (ROC) curves. The MATLAB simulations show that the new adaptive OMP algorithm improves the probability of detection at lower SNRs, reduce the computational operations as well as the number of required iterations. FPGA implementation of both the classical OMP and the adaptive OMP algorithm are also presented in this paper.
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1. INTRODUCTION

The Synthetic Aperture Radar (SAR) has wide applications in the remote sensing field and the mapping. SAR applications provides terrain structural information to geologists, oil spill boundaries on water to environmentalists, and ice hazard maps to navigators, as well as targeting monitoring and tracking for military applications. The parameters of a SAR depend on the requirements to achieve the mission and are determined by the system engineer and the customer [1, 2].

SAR performance depends on the capability of multiple imaging modes and resolutions [3]. These features and the wide swath requirement provide a huge amount of raw data that will be processed to generate high resolution suitable images. The low computational resources of the platforms lead to not be able to process data onboard. Thus, it must be stored or transmitted to the ground stations where the processing is performed. The huge amount of raw data produced by the Image Formation Processor (IFP) is constrained by onboard storage and transmission links capabilities. Accordingly, many efforts were achieved to develop a suitable compression technique for compressing the SAR Raw data image [4].

The compression of the SAR raw data is not easy task due to the noise-like characteristics. The noise-like characteristics arises because the signals from several scatters are added incoherently with unknown phase and amplitude [5]. Due to the poor correlation of SAR data, it is not useful to apply the
compression using redundancy reduction techniques directly [2, 6]. There are some differences between the SAR images and the optical images, the SAR image is larger in size. Also, its entropy is higher than the entropy of optical image; additionally the SAR image has information in the low frequency bands and high frequency bands, but the optical image has information in the low frequency bands with noise in a high frequency band. Finally, SAR image has a larger dynamic range compared to the optical image. Because of these differences, the SAR needs special techniques for compression that lead the researchers to make excessive efforts to overcome on these issues [7-9].

One of these techniques is the discrete cosine transform (DCT). The compression is achieved by transforming the images to another domain which is done by using the uncorrelated coefficients as some terms can be quantized to zero [10]. However, this technique is not suitable for SAR systems because of the high noise, the high frequency, the dynamic range, and the block of some artifacts in SAR images [11, 12].

Discrete Wavelet Transform (DWT) is a common technique that is used for the image compression; it is based on using a filter bank connected by a down sampling procedure. DWT is better than the DCT, because it can be used in the frequency domain and time domains, it presents a less dynamic range and provides a built-in despeckling noise [13, 14]. Yet, this technique is not suitable for some systems due to the high computational operations that lead to a high complex system and high consumption of both the power and the resources [15, 16].

Because of the previous drawbacks that were presented in the related prior work, there are other methods that were presented to be suitable for the SAR usage. One of these methods is the compressive sensing (CS). CS is a new algorithm that presents a suitable method for the compressing and reconstruction of SAR raw data image [8]. It allows simple schemes unlike the Classical methods [17]. CS enables a large reduction in the sampling and computation costs for data that have compressible representation which is one of the SAR features [18]. There are three types of the compressive sensing algorithms which are: Complex Approximate Message Passing (CAMP), Orthogonal Matching Pursuit (OMP) and $l_1$-regularized Least Square method [19]. In this research, we will use the OMP algorithm because it is more accurate in comparison to the CAMP and simpler than the $l_1$-regularized Least Square.

In [20], the author presented some algorithms for the sparse signal reconstruction using a noisy estimation measurements, such as the convex optimization algorithms these algorithms need very few measurements however it require a complex computational operations. Another algorithm that was presented in this thesis is the Greedy algorithms which are in some sense a good compromise between those extremes concerning computational complexity and the required number of measurements. Threshold algorithms that require less computational complexity consist of the Hard Threshold (HT) algorithm and The Soft Threshold (ST) algorithm.

In [21], the authors proved that the CAMP algorithm and the separate detector combination achieve better performance. To obtain as adaptive detection scheme, the paper presented a combination from the CAMP algorithm and conventional CFAR processing. In [22], the authors proposes a new adaptive CAMP algorithm based on signal threshold in order to solve the computational complexity shortcoming and improve the detection performance at low signal to noise ratios (SNRs).

In [16], the authors defined the compressive sensing algorithms and proposed a pipelined processing method for one of the CS algorithms to reduce the consumed time using FPGA implementation. Although, the Proposed method reduced the consumed time, the compression and the reconstruction process need a high computational complexity operations.

The well known OMP algorithm performs many iterations and these iterations have a high computational complexity used to updating the residue, in each iteration it requires some matrices mathematical operations in order to reconstruct the image [23]. In this paper, a proposed modification to OMP algorithm is presented by changing the method of calculating the threshold in the reconstruction algorithm, the computational complexity and then the performance of the OMP algorithm are improved. Additionally, the adaptive method, that enables us for reconstructing the image with one iteration, is also used to enhance the performance of the reconstruction. Hence, updating the residue will be eliminated. The proposed algorithm in this article is called adaptive OMP algorithm.

This paper is organized as follows: Section 2 describes OMP algorithm and its steps, Section 3 show the proposed algorithm. Section 4 discusses the hardware implementation, then the simulation and results are presented in Section 5. Finally, the conclusion is explained in Section 6.

2. THE ORTHOGONAL MATCHING PURSUIT

The compressive sensing is a reconstruction technique which using under sampled data for reconstructing the images. It is an inverse process that enables of recovering an image using a few measurements. The challenge is to estimate the unknown image using lesser number of given observations [24].
In fact, the compressive sensing is a reconstruction method that can be used in the image recovering process. The compression process is an easy task that can be performed by multiplying the sensing matrix (Φ) with the image coefficients (X) that yields a vector (y = ΦX) with smaller dimensions. Figure 1 shows Example of sparse image [25, 26].

CS demands the measurement matrix to be incoherent with the sparsity basis. Furthermore, the measurement matrix Φ should satisfy the restricted isometry property [1]. To any k-sparse signal v, Φ should satisfy [27, 28].

2.1. Incoherence of a matrix

The coherence property μ of a matrix can be defined as the smallest angle between each two columns (the largest absolute inner product between any two columns of A). The maximum value of the coherence of any matrix equal 1 in the case that two columns coincide [29].

\[ \mu(A) = \max_{1 < i < j < N} \frac{|A_i \cdot A_j|}{\|A_i\|_2 \|A_j\|_2} \]  

(1)

The incoherence property is used to make sure that the matrix is sparse matrix. This can be found by designing it to make each column to be orthonormal, and by determining the number of measurements M by

\[ M \geq k^2 \ln N \]  

(2)

Where N is the number of Nyquist rate samples, M is the number of measurements and k is the number of the non-zero coefficients. If we assume that the received image has a length of 100 samples in other words N = 100 and M = 74. We will find that the maximum number of k will be four samples according to (2). If the number of k exceeds four samples; then, the number of measurements will be larger than the length of the received image so the CS theory will not be effective [30-32].

2.2. Restricted isometry property

The Restricted Isometry Property (RIP) is used to handle two types of errors which are the receiver noise that induced inside itself and the reconstruction process error. Because of these errors, it is not possible to guarantee uniqueness which is controlled by the RIP property, which ensures that the recovery process is stable in presence of the noise to control the tolerant for both types of errors the equation that describes the RIP is given by [15-33]:

\[ (1-\gamma)\|x\|^2_2 \leq \|A \cdot x\|^2_2 \leq (1 + \gamma)\|x\|^2_2 \]  

(3)

Where γ is a fixed number less than unity. This condition implies that any k × k sub-matrix of the original matrix A is near isometry and does not change the norm of a vector considerably. However, for random matrices that are of a particular interest in CS, incoherence and RIP properties present useful performance guarantees [34-36].
Consider the measurement vector \( y_j = \{ j = 1 \text{ to } M \} \) as given as:

\[
y = \Phi X
\]
\[
\Phi = R^{M\times N}
\]

Where \( \Phi \) is the measurement matrix and \( M << N \). Measurement matrix multiplies \( x \) to compress the \( X \) matrix to \( y \) matrix; so, each column of \( \Phi \) is seen as a sensing column. The original image can be reconstructed by using the OMP algorithm. The steps for performing the OMP algorithm are given as following [17]. Figure 2 shows the flowchart of the OMP compressive sensing.

a) Initialize the residual \( r_0 = y \), the index set \( A_0 = \Phi \) and the iteration count \( k = 0 \);
b) Choose the index \( \hat{A}_k = \arg \max_{i=1, \ldots, M} | < r_{k-1}, \Phi_i > | \). In case of multiple indices, maximum occurs then break the tie deterministically.

c) Increase the set of index \( A_k = A_{k-1} \cup \{ \hat{A}_k \} \).

d) Solve the least square problem \( x_k = \arg \min || y - \Phi x_k ||_2 \) to obtain the latest approximation of the image [37].

e) Notice the new estimate of the data then calculate the new residual: \( \alpha_k = \Phi x_k, r_k = x - \alpha_k \).

f) Increment the iteration count \( k \) then return to step 2 if \( k < Q \), \( Q \) is the sparsity level [22].

g) The approximation coefficients for the image have nonzero indices at the elements listed in \( A_k \) [5, 8, 18, 38].

![Flowchart of the OMP compressive sensing](image)

Figure 2. The flowchart of the OMP compressive sensing

3. PROPOSED Pipelined Algorithm

A proposed algorithm based on calculating a certain threshold to reconstruct any SAR images is presented here. In this technique, the sensing matrix \( \Phi \) is generated to be suitable for the incoherence and restricted isometry property which are discussed before. The sensing matrix \( \Phi \) is generated by using the Matlab program to satisfy the two previous discussed properties. The proposed Adaptive OMP algorithm is
less complex than the OMP algorithm and needs a fewer mathematical operations because it recovers the image with one iteration; hence, it does not need to update the residue.

As mentioned before the vector \( y \) is calculated by multiplying the sensing matrix \( \Phi \) by the sparse image. Then, the suggested adaptive OMP algorithm is used to recover it by using the measurement vector in three steps; the first step is estimating the noise by using the transpose of the sensing matrix \( A \) and the measurement vector \( y \). The second step is finding the threshold adaptively based on the absolute noise value the signal \( \hat{x} \). The last step is to refine the estimated signal by the adaptive soft thresholding function. Figure 3 shows the flowchart of the adaptive OMP.

![Flowchart of the adaptive OMP](image)

The evaluation of the performance of both the OMP and the proposed adaptive OMP is performed by finding the probability of detection at different SNRs which is called the Receiver Operating Characteristic (ROC) curves as shown in Figure 10 [15, 33]. A comparison between the original OMP algorithm and the adaptive OMP algorithm is presented to provide a clear understanding is obtained. Also, to approve the proposed algorithm, in addition to the mean square error is calculated (the square of difference between the original image and the reconstructed one) as shown in Figure 9.

4. HARDWARE IMPLEMENTATION

The normal OMP and the adaptive OMP algorithms are implemented to compare between the two algorithms. The design is implemented by using Xilinx Spartan 3E FPGA starter kit (XC3S1000E-4C in VQ100 package), the project is achieved by VHDL code by using Xilinx ISE14.7 program and it is simulated by using the Modelsim simulator program.

The schematic diagram of the compression part consists of two modules (the compression module and the memory module). These two modules are achieved by writing a VHDL code. Because of the huge amount of the data and to avoid losing any of the received data, the output is saved in a memory to be used in the reconstruction process.

Figure 4 shows the schematic diagram of the implemented CS SAR data compression. The implemented CS SAR data compression is generated by going through synthesize, place and route steps. Synthesize takes the compiled source and produces a digital logic equivalent for the written VHDL code. The logic produced is optimized for the target device and for the constraints applied by the designer. Place and route take all the synthesized logic and connect it inside the FPGA. All the I/O pins are also connected to the corresponding I/O cells and these. In turn, are connected to the required logic cells. The size of each coefficient is 24 bits and each element of the sensing matrix is 8 bits so each output coefficient will be 32 bits. The schematic diagram of the compression using ISE 14.7 is shown in Figure 4.
The memory module is used in real-time implementation in order to avoid losing any of the received data. The SAR data processing is considered to be processed in real-time implementation, if all the received data is processed without losing any of the received data or the received data is processed before receiving another data. The received SAR data image 64x256 pixel complex image which is converted into one-dimensional matrix with 16384 image coefficients, these coefficients will be stored in the memory after the compression stage. The serial to the parallel module will be collected every 32 for each coefficient and pass these bits to the adaptive OMP reconstruction module and after receiving all the coefficients, the reconstruction will be performed. The input of the reconstruction module will be synchronized with the output of the serial to parallel module. Figure 5 shows the schematic diagram of the adaptive OMP reconstruction. The Modelsim simulations and the results of the adaptive OMP are shown in Figures 11 and 12, the improved performance will appear after the reconstruction and reviewing the image using Matlab simulation program.

Figure 4. The schematic diagram of the compression

Figure 5. The schematic diagram of the adaptive OMP reconstruction

The proposed process needs less resources than the Classical one, as appeared in the device utilization summary for the implementation of both the Classical algorithm and the adaptive algorithm. These resources consumption was predicted because the adaptive algorithm use less iteration than the Classical algorithm. As shown in Table 1 and Table 2. The improved performance is presented using the ChipScope (Xilinx ChipScope tool provides virtual I/O directly and logic analyzer to check the internal signals) to check the design after downloading the project on the used FPGA kit to check the behavior. The ChipScope signals are shown in Figure 13 and 14.
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5. SIMULATION AND RESULTS

Figure 9 shows the MATLAB Simulation results of the MSE of reconstructing the image using the Classical and the adaptive OMP algorithms. As shown in Figure 9, the MSE accurately predicts the behavior of the classical and adaptive OMP algorithm. The MSE of the classical OMP algorithm decreases every iteration until it tends to tolerance which is calculated according to the RIP. On the other hand, the MSE of the adaptive OMP algorithm is a constant value tends to zero all the iteration values. Figure 10 shows the simulation results of ROC curves for reconstructing image using the Classical OMP algorithm and the adaptive OMP algorithm. As shown in Figure 10, the adaptive OMP gives a probability of detection value higher than the Classical OMP.

Figure 11 shows the Modelsim simulation of the compression, the coefficients before the compression are being appeared at the left side of the image that consist of 32 bits but the coefficients after the compression are being appeared at the right side of the image which consist of 24 bits. Furthermore, Figure 12 shows the adaptive OMP reconstruction, the coefficients before the reconstruction appear at the left side of the image that consists of 24 bits. However, the coefficients after the reconstruction appear at the right...
side of the image which consists of 32 bits. The compression ratio (the ratio between the bit size before the compression and the bit size after the compression) will be calculated. This value is important to determine how this algorithm can be effective in the data size reduction. According to the bit size of the coefficients that are shown in Figure 11 and Figure 12, the original coefficient consists of 32 bits and the compressed coefficient consists of 24 bits so the compression ratio will equal 1.3. This compression ratio means that the size of the compressed image will be reduced by 1.3 of the original size.

![Figure 9. MSE of the classical and the adaptive OMP](image)

![Figure 10. ROC curves for reconstructing image using the classical and the adaptive OMP algorithms](image)

![Figure 11. The modelsim simulation of the compression](image)
Figure 12. The modelsim simulation of the adaptive OMP reconstruction.

Figure 13 and 14 shows the ChipScope output after downloading the adaptive OMP project on the used kit. These Figures show the output at the real-time and prove that the proposed algorithm can be used in the real life. This lap experimental is performed by using real SAR image to make the test environment as it is on the SAR onboard. The adaptive OMP gives more flexibility to update or debug the system. Table 1 highlights the device utilization summary for the classical OMP while Table 2 shows the summary for the adaptive OMP. From Table 1 and Table 2, the adaptive OMP consumed less hardware resources and power consumption than the classical OMP. This reduction in hardware resources and power consumption due to using certain threshold in adaptive OMP to reduce the numbers of iterations and simplify the mathematical operations which leads also to simplify the hardware implementation.
PGA are proposed in this paper. The author, "A Real Time Spectrum Scanning Technique based on Compressive Sensing for Pipelined Image Reconstruction of SAR Radar Based on..." with significant improvements in the OMP algorithm, making it more suitable and efficient. The approach uses Architectural considerations for FPGA acceleration of Machine Learning systems, showing the effectiveness and low cost of the proposed algorithm compared to the classical OMP algorithm.
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6. CONCLUSION

OMP algorithm is efficiently used in SAR radar, however it has a high computational complexity in the image reconstruction process. To reduce its complexity and to improve its efficiency as well, amodification of this algorithm and its implementation using FPGA are proposed in this paper. The modification is mainly based on the threshold calculation method which used to reduce the hardware complexity in addition to the consumed processing time compared with the classical OMP algorithm. Also, a compressive sensing technique is used to make the OMP algorithm more suitable, significant, and more efficient in the images reconstruction of SAR systems. Reliability of the proposed algorithm is proved through its implementation using FPGA. Matlab simulation results and implementation show the effectiveness and low cost of the proposed algorithm compared to the classical OMP algorithm.

---

**Table 1. The device utilization summary for classical OMP**

<table>
<thead>
<tr>
<th>Logic Utilization</th>
<th>Used</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Slice Flip Flops</td>
<td>1235</td>
</tr>
<tr>
<td>Number of 4 input LUTs</td>
<td>320</td>
</tr>
<tr>
<td>Number of occupied Slices</td>
<td>2123</td>
</tr>
<tr>
<td>Number of Slices containing only related logic</td>
<td>1548</td>
</tr>
<tr>
<td>Total Number of 4 input LUTs</td>
<td>2123</td>
</tr>
<tr>
<td>Number of bonded IOBs</td>
<td>43</td>
</tr>
</tbody>
</table>

**Table 2. The device utilization summary for adaptive OMP**

<table>
<thead>
<tr>
<th>Logic Utilization</th>
<th>Used</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Slice Flip Flops</td>
<td>985</td>
</tr>
<tr>
<td>Number of 4 input LUTs</td>
<td>250</td>
</tr>
<tr>
<td>Number of occupied Slices</td>
<td>1578</td>
</tr>
<tr>
<td>Number of Slices containing only related logic</td>
<td>1456</td>
</tr>
<tr>
<td>Total Number of 4 input LUTs</td>
<td>1578</td>
</tr>
<tr>
<td>Number of bonded IOBs</td>
<td>31</td>
</tr>
</tbody>
</table>

---
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