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 In this paper, matters that were discussed were the algorithms used for the 

event prediction systems, the type of algorithms and the comparison between 
different types of algorithm. Two main that was discussed and reviewed in 
the paper were the single machine learning algorithm and the hybrid 
algorithm, a combination of two or more algorithms, including but not 
limited to optimization algorithms and machine learning. One of the main 
observations from the reviewed papers were that hybrid algorithms shows 
more robustness in handling a large dataset compared to a single algorithm. Keywords: 
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1. INTRODUCTION  

Predicting an event is something that would be most appreciated by many industries. The ability to 
know beforehand about the possibility of an event occurring can be an advantage to them. That is one of the 

reasons that why many companies are starting to pursue this event prediction systems. For example,  

an airline company can boost their revenue if they knew the likelihood of an event that would cause certain 

countries to have more traffic at a certain time of the year [1-2]. A prediction system needs to be robust and 

reliable in most situations or it would not hold much significance.  

Generally, a prediction system can be produced using algorithms such as naïve Bayes, decision tree and 

neural network. Those are some of the more popular algorithms used for these systems. Each with their own 

strength and weakness. They are utilized based on the purpose of their predictions. This is because there is no 

absolute algorithm where it is useful in every scenario. Performance varies with the situation of the data available 

to it We will cover the common algorithms used in the events prediction domain. There are many similarities that 

can be seen in all those papers. One of it is the choice of algorithms used in the prediction phase. 

The motivation for this paper is due to the lack of papers in the area of event prediction area and the 
increase of different type of data available in recent times [2-5]. In this paper, matters to be discussed and 

reviewed are the works done by others in the aspect of event prediction system. What motivates the research 

and the results that they achieved using their methods. By the end of the review, we will take a look whether 

currently a hybrid algorithm is better than a single algorithm for an event prediction system. 

 

 

2. ALGORITHMS COMMONLY USED IN PREDICTION MODELS 

In this first section, we will look into the commonly used algorithms in prediction models. There are a 

variety of algorithms has been used by others and this part is only to give a brief introduction to the commonly 

used ones. First one is the decision tree algorithm, a simple but a very popular algorithm because of its ability to 
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give out good results and enabling transparency in the process. The algorithm can be interpreted easily and to some 

that is a huge factor to be considered. There are some disadvantages of the algorithm, which is the memory usage 

and overfitting problem. A more recent decision tree algorithm has been developed and shows an improvement 

from the previous version namely in efficiency in memory usage and reduced error pruning [6]. 

The next algorithm is the neural network algorithm or artificial neural network. It is an algorithm 

that is very reliable and can produce good results even when handling complex type of data. There are a 

number of versions of neural network [7], but the usually they are consisting of three layers which is the 

input layer, hidden layer and output layer. The outcome of the algorithm depends on the weight and nodes of 

the neural network. Although it is very reliable, some might not choose this method as it is considered as a 

black-box approach due to it being not interpretable. 
Naïve Bayes is the other algorithm used in event prediction systems. Based on the Bayes theorem,  

it is used when the input has a high dimension [8]. It is labeled as naïve because the algorithm assumes all 

variables contributes towards classification and are mutually correlated. The advantage of using this method 

is that it only requires short computational time for training it and has good performances but it is less 

accurate compared to other methods on certain datasets as the Bayes theorem does not work in every case. 

Besides those three algorithms, there are other notable ones such as the Support Vector Machine (SVM) and 

Hidden Markov Model (HMM) [9-11]. 

 

 

3. REVIEW OF RELATED WORKS 

The type of events discussed in the paper are broad in category and does not limited to  
mega-events [6]. There are various works that discussed about the event recognition system, how it 

categorizes the events and the possible definition of events [13-15]. This paper will be discussing the events 

by the definition of something took place.  

In this section, the related works are discussed and summarized to gain insight on the methods used 

in producing the event prediction system. It would be divided into two parts where the first part is the review 

of papers that uses only one type of algorithm in their prediction system and the second part would be where 

the researchers are using more than one type of algorithms. 

 

3.1.  Single algorithms 

A paper speaks about a fundamental flaw in classic forecasting models that uses time  

series analysis [16]. The flaw is that it requires a complete observation for a full period of a time series 

making it unable to give out a good prediction on an early basis. They seek to create a model that enables 
them to predict an event at an early stage based on online social networks data which has a lot of noise and 

complex. The model proposed by them has to be able to give out a high accuracy prediction with limited and 

high noise data at an early stage and the time complexity should be within an acceptable range. They came up 

with a model based on the Bayesian Network called Bayesian perspective Early stage Event Prediction model 

(BEEP). It is a different approach than a normal Bayesian network in the sense that it is an improved version 

of naïve Bayes classifier but looser constraints. The dataset used is from tweets. The results shown that their 

method is better at an early stage than other baseline methods, SVM (Support Vector Machine) and GNB 

(Gaussian Naïve Bayes) but as time passes by the accuracy drops but still better than other methods that was 

tested with. This paper touches the ability of Bayesian classifier in prediction ability when source of data is 

limited. Besides the flaw of having the need of complete observation, time series analysis has other factors 

that hinders its ability to forecast. The time series data offers some challenges that needs to be considered 
when using it [17]. The work mentions about the time complexity, privacy of data, noise in data and the 

dimension of time series data. There are steps that can be taken to handle these challenges in order to create a 

good forecasting model based on time series analysis. The work has also listed the other works done in 

various fields that utilizes the time series analysis and it covers a wide range of scope [18]. 

In [19] researches the way of helping farmers in managing their agriculture. Global warming has 

caused many unpredictable weathers to occur and that has troubled the farmers in managing their farms.  

This research seeks to develop a decision support system for agriculture management where they use time 

series analysis. This method however has the flaw as [16] had mentioned in their paper. It requires a 

complete set of data in a period to make a good prediction. Although their model can predict with the lack of 

data, it would be considered incomplete and inaccurate as the algorithm depends on that update from the 

user. In [20-21] and [8] applies decision tree in their method for the forecasting part. Among them, [20] 

shows the least successful result among them this is because there has not been a significant increase of 
accuracy despite using many factors and a good amount of data size. However, this is not seen in the study by 

[21] and [8]. One of the reasons is that the factors chosen by the researchers may not matter much thus does 

not contribute to the accuracy of the results or because of the domain knowledge of the problem. The paper 
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by [21] and [8] clearly shows an expertise in those area as they were able to determine the important factors 

to include in the tree and in addition to that they also employ techniques such as finding the information gain 

to help decide which factor to consider. A precaution measure to avoid overfitting was also used, pruning. 

This helps the researchers to maintain the accuracy of the model and avoiding the model from overfitting the 

training data. 

In a paper [22], they are creating a forecasting model based on wavelet transform and back 

propagation neural network but the authors has also mention about the comparison of algorithms in their 

paper. To sum it up, a single algorithm is dependent on the situation of the problem and usually they can 
handle a small sample set data if it were to have a lower time complexity. For example, a neural network 

algorithm can handle a large and complex dataset but the time complexity would be high and for most cases 

that is not the ideal solution. [16] has mention the weakness of time series analysis and naïve Bayes classifier 

has the limitation of needing a large number of data to obtain a good result [23].  

A paper predicting the life events of a person based on the user’s tweet history uses SVM as their 

prediction model [24]. They mined the data needed from Twitter’s API and they sorted out the data based on the 

life event that they have defined. They look for keywords from the users to identify the life events that the users 

might be going through. They did not utilize time series feature in their research and they believe that may have 

cause inaccurate results for a shorter period of time as their results have the best accuracy in six months duration. 

We have looked into the models by others that only uses an algorithm in their research. Based on 

those findings we can infer that it is plausible to use a single algorithm as long as the algorithm chosen for 

the problem is suitable because some problems are only suitable to be solved using certain algorithms.  
For example, a neural network algorithm may find a longer time to compute in computing a problem as 

compared to Bayesian network which performs faster but may give lower accuracy result. The user needs to 

be able to discern the main problem to be solved. 

 

3.2.  Hybrid algorithms 

The following part touches about the models that utilized hybrid algorithms which is a combination 

of two or more algorithms in the prediction model. A paper tested the power of two algorithms [25] with the 

same dataset. In addition to simply testing the prediction capabilities, the authors have also tested the 

algorithm when they are used together with K-means clustering algorithm. The K-means are applied to the 

dataset and the result is fed to the prediction algorithms. The result was that while without the help of K-

means, both of the algorithms perform on an average basis but with K-means, the results were increased 
significantly. This however does not prove that K-means will work on all other algorithm such as it works on 

the decision tree and neural network as the author has not try this in their experiment.  

K-means is one of the clustering algorithms that can help to cluster the data into similar patterns or 

class and it is also used in numerous cases as the combination of algorithms in prediction model [26, 27].  

In [28] is one of the examples that does so. Apart from K-means, genetic algorithm is one other frequently 

used algorithm which was used for parameter optimization [29-33]. Genetic algorithm optimizes parameters 

that will be input to the prediction algorithms. By optimizing the parameters, the prediction models are able 

to perform better and faster [34-37]. 

In [29] demonstrates this example where they are trying to create a model to predict the stress of an 

Anchor bolt. They created a model, a back propagation neural network with genetic algorithm as the 

parameter optimizer. To prove that their model performs better, they have also tested it with a similar neural 
network but without the addition of genetic algorithm to optimize the parameters. It is shown that with the 

help of genetic algorithm, it obtains a better accuracy. In [31] and [32] also combines genetic algorithm with 

neural network for their prediction model. The former predicts train arrival time and the latter predicts 

aircraft engine wear. These are two different event scenarios but the main purpose is still the same, which is 

to predict the event beforehand. As the work mentioned before, the genetic algorithm plays an important role 

in these cases where it optimizes the parameters for the neural network algorithm [29]. In a previous work 

done, they are able to solve the problem of low speed in local optimization and convergence of 

backpropagation neural network [23] and another one was able to achieve high accuracy for their prediction 

with the deployment of genetic algorithm [31].  

There have also been studies where they combine with 2 different algorithms that does not use the 

help of k-means or genetic algorithm. One uses the hybrid algorithm that combines regression analysis with 

time series analysis [38]. Both are which an important prediction model. They combine them to gain the 
advantages of each model for their work. Another study combines decision tree with neural network [39]. 

They also believe in the merit of combining these 2 algorithms together. They wished to cover up the 

weakness of a single algorithm for prediction, which they use neural network first and discover that although 

error was small, it had high time complexity making it less efficient. The combination of those two makes the 

model to become more efficient and faster even for a larger dataset which the neural network has high time 
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complexity. The accuracy obtained was slightly lower than a single algorithm, only differs by 1%-2% but the 

average time taken for the combination was improved drastically. Taking that into consideration,  

the combination algorithm is a better choice in that case. 

A recommendation system for Facebook public events uses the combination of Random Forest and 

Logistic Regression [40]. The result shows effectiveness but still unclear on the application on a wide scale 

basis as the experiment was done only in a selected city but the main reason for using the method of the two 

algorithms is to reduce overfitting in the model. The research also talks about the possibility of an individual 

model to have a poorer performance compared to a model with a combination of algorithms. They believe 

that it may be caused by the data distribution or type of the problem being addressed. Another research was 

done previously to create a method to form an ensemble [41]. A decision tree that was used to predict a flight 
delay with the help of gradient boosting algorithm also gives out a good accuracy [17]. They decided to use 

that method as it has been proven that the decision tree with gradient boosting are able to handle regression 

task quite well [42]. The gradient boosting algorithm reduces the error made by the prediction model 

allowing a better overall accuracy. It was tested with 70 airports and shown a good result. 

A combination of neural network and genetic algorithm has been shown effectiveness from various 

works. Another work uses the genetic algorithm in conjunction with SVM [43]. The work seeks to predict the 

event of bankruptcy using those algorithms. Similar to hybrid model that uses genetic algorithm, this work also 

utilizes it to optimize the parameter for the use of SVM. The result shows that when compared to SVM only 

model, it performs better showing the effectiveness of genetic algorithm in boosting the model’s accuracy. 

A hybrid approach in predicting crimes also have been made [44]. The approach is unlike the 

previous methods discussed as it involves semantic analysis. The main idea is the same though, the idea is to 
combine two different approaches in order to get a much better result as more and more type of data is 

available compared to 15 years back. 

A hybrid algorithm is not just the combinations between two different algorithms. It should seek to 

maximize the abilities of both algorithms to its full potential. As such, [39] has talked about the importance 

of choosing which algorithms for the combinations. Some combination may prove to be more useful in 

certain cases than the other. The metrics used in assessing the machine learning model should also follow the 

correct standard, statistical approaches [45-50]. There can be multiple metrics that can be used to evaluate the 

model that is built. A standardized metric should be used so that no bias is involved in evaluating the models 

whether single or a hybrid model. 

 

3.3.  Summary of related works 

Table 1 is the summary of the algorithms used in the related works section; the tick sign indicates 
the algorithm used in their paper. The paper that uses hybrid algorithm have more than one tick indicating the 

combination of the algorithms. There are some papers not included in the table of summary because the 

papers which were excluded are not prediction systems in event but are used to justify the argument made.  

In the others column, the algorithm can be Support Vector Machine (SVM), K-means, Regression Analysis 

or even algorithms specifically made to cater their specific problem. 

 

 

Table 1. The summary of algorithms used in related works 
 

Related Works 

Algorithm(s) Used  

Time Series Analysis Neural Network Genetic Algorithm Decision Tree Bayes Others 

[16]     ✓  

[19] ✓       

[20]    ✓   

[21]    ✓   

[29]  ✓ ✓    

[38] ✓     ✓ 

[8]    ✓   

[22]  ✓     

[16]    ✓  ✓ 

[30]   ✓   ✓ 

[31]  ✓ ✓    

[32]  ✓ ✓    

[39]  ✓  ✓   

[40]    ✓  ✓ 

[17]    ✓  ✓ 

[42]    ✓  ✓ 

[24]      ✓ 

[43]   ✓   ✓ 
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4. COMPARISON BETWEEN SINGLE AND HYBRID ALGORITHMS 

In this section, we will look into the summarization of the previous part where in the event prediction 

systems, researchers have started to apply hybrid algorithms and the benefits of doing so. Apart from that,  

we would also look into the benefit of using a single algorithm. Table 2 is the generalization of comparison 

between the two types of algorithms used in the prediction model. The table is also created with in mind that they 

are in the scenario where a large dataset is used. Given a large dataset, a single algorithm can have a high time 

complexity, accuracy can be high but depends on the situation, efficiency is low as the time complexity is high and 

accuracy is not that good but it is easy to integrate into the prediction model. Less steps are needed to apply the 
model into the prediction model. As for hybrid algorithms, for a large dataset, it is very suitable as they can have 

high accuracy with a low time complexity but unlike a single algorithm, it is more complicated and more steps are 

needed to integrate the algorithm into the model. 

A smaller dataset or a smaller scale project it is better to use a single algorithm for the prediction 

model. However, it is not really the case when the project expands to become bigger because a single 

algorithm has their own limitations. For example, the model may be overfitted into the training dataset and 

thus performance overall is affected. There are measures to prevent this such as more thorough data  

pre-processing, pruning and etc. A hybrid algorithm tackles the problem by enabling the benefits of the 

algorithms to be used properly. Given a decision tree and neural network [30], they complement each other 

and as a result, the model has the strength of both neural network and decision tree. Proper steps are needed 

for the deployment of model with hybrid algorithm as not all combination can work perfectly. 

 
 

Table 2. The Comparison between single and hybrid algorithm 
 Single Hybrid 

Time Complexity High given a large dataset Low event with large dataset 

Accuracy Average High 

Efficiency Low High 

Implementation Simple Complex 

 

 

5. PROPOSED MODEL FOR EFFECTIVE EVENT PREDICTION  

The model proposed for event prediction system is one that is widely used in the various domains of event 

prediction which is the Genetic Algorithm – Neural Network (GA-NN). Proven to be efficient in other domains,  

this model shows potential in producing a good result in the event prediction. The goal of the event prediction system 

that uses this model is to predict what type of event will most likely be successful if the event is organized. Given the 

dataset contains information such as event participation, the review of the event, type of event, duration of the event 

and the date of the events held in the past. An event would be considered successful if the event has a participation 

rate of above 70% and has good reviews from the participant. A good review is when the average rating given by the 

participant is above 60% where the participants are required to rate the event from a scale of 1 to 5.  
Genetic Algorithm will be used as the neural network parameter optimization as it has been shown 

effectiveness in boosting the performance of prediction model. The parameter is to undergo the genetic 

algorithm process of evaluation with fitness function, selection, crossover and mutation. The neural network 

to be used in the proposed model is the back propagation neural network which allows the model to back 

propagate and readjust the weights accordingly until the error produced is in the acceptable threshold.  

For the activation function of neural network, ReLU (Rectified Linear Unit) will be used. It takes less time to 

compute due to the simple math and it converges faster making it a viable choice. 

 

 ( )   {
         
          

} 

 

Formula 1. ReLU 

 

6. CONCLUSION 

Based on the papers discussed and the results they achieved, an event prediction system is feasible 

both by a single algorithm or even a hybrid algorithm. It all depends on the application of the model, if it 

involves a huge amount of data then it is better to deploy a model with a hybrid algorithm due to its ability to 

handle large dataset and robustness. For a smaller scale project, a single algorithm is more suitable as it can 

give out an adequate accuracy with easier implementation. Although hybrid algorithm offers a more robust 

and efficient model, the factor that needs to be considered when using it is the suitable combination for the 

purpose of forecasting as certain combination are more suitable for it than the other.  
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As such, a new possible research field is to identify the combination between algorithms for event 

predictions. The suggested research might be included but not limited to the type of events we are trying to 

predict with various combinations of algorithms that returns the highest accuracy. There might be a 

correlation between the type of algorithms used and what kind of events are predicted. 
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