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 Compressive sensing is a powerful technique used to overcome the problem 
of high sampling rate when dealing with wideband signal spectrum sensing 
which leads to high speed analogue to digital convertor (ADC) accompanied 

with large hardware complexity, high processing time, long duration of 
signal spectrum acquisition and high consumption power. Cyclostationary 
based detection with compressive technique will be studied and discussed in 
this paper. To perform the compressive sensing technique, discrete cosine 
transform (DCT) is used as sparse representation basis of received signal and 
Gaussian random matrix as a sensing matrix, and then 𝓁1- norm recovery 

algorithm is used to recover the original signal. This signal is used with 
cyclostationary detector. The probability of detection as a function of SNR 
and the probability of false alarm as a function of SNR with several 
compression ratios and processing time are used as performance parameters. 

The effect of the recovery error of reconstruction algorithm is presented as a 
function of probability of detection. Simulation results show that the 
performance of the system is maintained even at high compression. 
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1. INTRODUCTION  

Scarcity of available radio spectrum due to inefficient utilization based on fixed spectrum allocation 

policy (FSA) produces problems to be solved associated with the fast growth of communication applications. 

Several solutions are suggested to overcome this issue, one them is cognitive radio (CR).Spectrum sensing 

technique is the essential function of cognitive radio and more challenges are present associated with this 

technique. The most significant of them is wideband signal spectrum sensing with fast time of acquisition in 
specific region to meet optimal opportunities exploitation of available radio spectrum. Cognitive radio system 

(CR) involves digital signal processing operation called spectrum sensing technique in order to detect  

the radio spectrum opportunities to allow the secondary user to access a white space of licensed user 

frequency band [1, 2]. CR is an intelligent wireless communication system that can adapt its parameters 

depending on the surrounding electromagnetic environment conditions to improve the efficiency of available 

radio spectrum [3]. It should have ability to sense, measure and recognize the characteristics of the interested 

channel [4]. This function is implemented by reconfigurable wireless communication system called Software 

Defined Radio (SDR) [5, 6].  

Spectrum sensing is achieved by several methods, such as energy detection (ED) [7, 8], and 

cyclostationary detection (CSD) [9, 10] matched filter detection (MFD) [11, 12]. The main task in cognitive 

radio is spectrum sensing. This is required to detect white space of the available spectrum. This function is 
associated with many challenges and problems. The main challenge here is the sense of a wideband signal 

since high sampling rate is required and hence high speed ADC is required to perform this function. This 
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process is difficult in implementation, has high processing time and required high power.  

To overcome this problem, compressive sensing techniques (CS) is a promising technique. The concept of 

compressive sensing is firstly viewed by Candes, Tao [13], Romberg and Donoho [14]. It states that any 

sparse signal with any sparse basis or compressible signal can be recovered by using non-adaptive 

measurement of small number elements vector called Measurement vector [15]. Compressive sensing 

consists of three steps, these are: acquisition of compressed measurements, recovery of the original signal 

with Nyquist rate sampling and finally, choosing spectrum sensing technique using the reconstructed signal 

from the previous steps. Since compressive sensing performs spectrum sensing of wideband signal by using 
smaller number of measurements say (M) from the wideband signal instead of whole signal say (N) elements, 

where N≫M, by using suitable signal recovery algorithm [16]. 𝓁1- norm algorithm is used to recover  

the original signal. This algorithm is slow in processing but it has high reconstruction accuracy among  

the other algorithms. The remaining sections of this paper are organized as follows: section (2) gives  

the principle and featurs of CSD, section (3) introduces the mathematical analysis of CSD, section (4) 

explains the system model, numerical results and conclusion are explained in section (5) and (6) respectively. 

 

 

2. CYCLOSTATIONARY BASED DETECTION 

Cyclostationary based detection principle exploits statistical periodicity feature of  

the received signal where this feature is inherent feature of communication signals. The structure of this 
signal consists of carrier frequency synchronization words, OFDM cyclic prefixes, SS code, sampling rate, 

etc. Cyclic mean of the received signal or cyclic autocorrelation received signal is used to perform 

cyclostationary detection as first order or second order cyclostationary respectively [17]. Since the cyclic 

feature is not found in wide sense noise, hence it is used to detect the presence of primary user signal.  

This method is robust against noise uncertainty in addition to other good properties like no need to  

pre-information about primary user signal (incoherent), excellent recognition of several types of signals 

(BFSK, MFSK, QFSK, OFDM, CDMA) [10], but the main drawback of this technique is long process time 

and high complexity [18]. 

 

 

3. MATHEMATICAL ANALYSIS OF CYCLOSTATIONARY 
The periodicity of the signal x(t) can be expressed as first order periodicity related to periodic mean 

of the signal E[x(t)], or by both periodic mean and periodic autocorrelation of the signal Rx( t , τ ) as a second 

order periodicity. Both mean and autocorrelation of the signal are periodic function with specific time say T0, 

since the periodicity conditions are [17]: 

 

E[x(t+T0)] = E[x(t)]     (1)   

 

𝑅𝑥(T+t0 , τ ) = 𝑅𝑥(t, τ )   (2) 

 

where 

 

𝑅𝑥 = E[x (t+ τ) x (t)]       (3)  

 

Using Fourier series coefficients, this shows that the cyclic autocorrelation function (CAF) can be 

expressed as the cyclic features of received signal [18]: 

 

𝑅𝑥𝑥
∗ (t+T/2 , t-T/2) = ∑α∈A  Rxx

* (τ)𝑒−j2παt  (4) 

 

where: 

 

𝑅𝑥𝑥
∗ (t+T/2 , t-T/2)   (5)  

 

This is the conjugate autocorrelation function. Then: 

 

𝑅𝑥𝑥
𝛼 = 1/T0 ∫ 𝑅𝑥𝑥 ∗ (t + T/2 , t − T/2)𝑒−j2παt dt

𝑇/2

−𝑇/2
  (6)  

 

𝑅𝑥𝑥
𝛼 : Cyclic autocorrelation function (CAF), α: cyclic frequency. 
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4. SYSTEM MODEL 

Hypothesis test problem can be used as a rule to detect the received signal 𝑥(𝑡) vacant band or 

occupied band by the primary user signal, which is the reconstructed signal by 𝓁1- norm algorithm as: 

 

𝑥(𝑡)⌉𝐻0
:  𝑠𝑡𝑎𝑡𝑖𝑜𝑛𝑎𝑟𝑦 𝑠𝑖𝑔𝑛𝑎𝑙 (𝑃𝑈 𝑠𝑖𝑔𝑛𝑎𝑙 𝑖𝑠 𝑎𝑏𝑠𝑒𝑛𝑡) (7) 

 

𝑥(𝑡)⌉𝐻1
: 𝑐𝑦𝑐𝑙𝑜𝑠𝑡𝑎𝑡𝑖𝑜𝑛𝑎𝑟𝑦 𝑠𝑖𝑔𝑛𝑎𝑙 (𝑃𝑈 𝑠𝑖𝑔𝑛𝑎𝑙 𝑖𝑠 𝑝𝑟𝑒𝑠𝑒𝑛𝑡) (8) 

 

That means the procedure is to search the absence of cyclic magnitude of autocorrelation function 

(CAF) in the acquisition spectrum during a specific time period (nT0), where n is a real number. The decision 

is taken then depending on comparison results of CAF with pre-calculated threshold λ. Windowing approach 

is used to perform cyclostationary system [18], which can be described as follows: 

1) Calculate the cyclic frequency (α), window and FFT size. 

2) Do the Fourier transform for each window segment of the signal. 

3) Spectral correlation function (CAF) is calculated for each frame. 
4) Normalize each calculated CAF with mean. 

5) Compare maximum of normalized CAF with a threshold. 

6) 6-Absence or presence of primary user signal decision is taken depending on the result of step 5.  
As below: 

If max of CAF ≥ λ the primary user signal is present 

If max of CAF < λ the primary user signal is absent 

The cyclostationary detector is shown in Figure 1 [18]. 

 

 

 
 

Figure 1. Cyclostationary detector 

 

 
Probability of false alarm Pfa happens when the primary signal is absent in the available spectrum 

but the system fancies that it is present and therefore the system allocates band  to the SU. It happened when 

only noise power is larger than the threshold of sensing. This case is not desired and should be minimized 

[19]. Probability of detectin Pd is detecting enough energy from the secondery user radio network when  

the primary user radio is actually request a spectrum sharing [20]. The probability of detection and  

the probability of false alarm can be expressed as [18]. 

 

Pd= Q [√
2γ

σ2,  
λ 

σ𝐵
 ]  (9) 

 

Pfa = 𝑒
−(

(2N+1) λ4

2𝜎4 )
  (10) 

 

where: 

 

λ = √− ( [2σ4/(2N + 1)]  ∗  log(𝑃𝑓𝑎)    (11)  

 

σB =
(2γ+1) σ^4

(2N+1)
      (12) 

 

σ2: Variance of received signal,      λ: Threshold 

N: Number of sample, γ: signal to noise ratio SNR 
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To reduce the acquisition time of the received signal spectrum compressive sensing technique takes 

small number elements vector of measurements (y) with (M) elements from the wideband signal that has 

large elements (N), where N≫M. Measurements vector has sampling rate less than Nyquist rate sampling 

(sub-Nyquist).This vector is expressed as:[21] 

 

𝑦 = 𝜙𝑥 (13) 

 

where: 𝑦 is measurement vector, 𝜙: is sensing matrix, 𝑥: Nyquist    rate secondary user signal.   

Sensing matrix must be designed under important conditions. The most important of them is; 

restricted isometry property (RIP) and incoherency between sensing matrix and spares representation basis 

matrix. These conditions are the key parameters to reconstruct the original signal from the measurements 

vector 𝑦 [22]. 

Recovery algorithm used to reconstruct the original signal is based on linear programing processing 

where the system is considered as underdetermined system [22]. This problem is converted into convex 

optimization and can be solved as linear programing problem:  

 

𝑥 = 𝑎𝑟𝑔𝑚𝑖𝑛‖𝑥‖    Subjected to  𝑦 = 𝜙𝑥 
 

Figure 2 shows the block diagram of the suggested system. 

 

 

 
 

Figure 2. Cyciostationary based detection with compressive sensing 

 

 

5. NUMERICAL RESULTS AND DISCUSSION 

Monte Carlo computer simulation is used to simulate the procedure of the system to calculate  

the probability of detection Pdover AWGN channel with constant Pfa=0.01. BFSK signal and low range of 

SNR is used. Cyclostationary compressive sensing detector is performed by reconstructing the original signal 

from y vector, Then dividing this signal to overlapped frames with overlap value = 3/4. Hamming window is 

used with length 256 samples to calculate the CAF by computer simulation with 6000 sample divided to  

100 frames. The probability of detection is calculated as a function of SNR for several compression ratios 

M/N. Conventional cyclostationary based detection can be obtained by making compression ratio of 
compressive sensing (M/N=1) to give a results that are the same as no compressive sensing. Figure 3 

shows the coventional cyclostationary detection performance by showing the probability of detection as a 

function of SNR. Both simulation and theoretical results are shown in order to compare with cyclostationary 

detector with compressive sensing.  Using compressive sensing technique with cyclostationary detector with 

several compression ratios (M/N) to investigate the effect of compressive sensing process on cyclostationary 

performance. 

Figure 4 shows the detection performance of cyclostationary with compressive sensing with  

(M/N= 0.15). It is clear that even if the compressive sensing with very low compression ratio  

(about M/N=0.15) the performance of the system is still accepted with very small degradation and close to 

the conventional performance case at the same range of SNR and Pfa. 

Figure 5 shows the effect compression ratio M/N as function of the probability of detection and SNR 
for several values of M/N. The effect of M/N starts to affect the performance with range below M/N=0.15. 

This effect is decreased as M/N increases and still with minimum effect when M/N is close to (0.2). 
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Figure 3. Coventional cyclostationary detection over AWGN channel 

 

 

 
 

Figure 4. Cyclostationary detection with compressive sensing (M/N=0.15) over AWGN channel 

 

 

 
 

Figure 5. Probability of detection versus SNR for several M/N 

 

 

This indicates that even if the reconstruction error of the recovery algorithm of compressive sensing 

has large values when the reconstructed signal has relatively large distortion, the cyclostationary features of 

the signal is still distinguishable, and CAF can be calculated with high efficiency by the proposed detector. 
Table 1 shows that to get Pd close to 0.9 the required SNR is increased from (-5.4 dB) to (0.91 dB) when  

the compression ration M/N is decreased from (0.5) to (0.05). Also Table 2 shows the obtained probability of 

detection Pd versus M/N for a constant (SNR= -4dB). Again in this table Pdis increased with increasing M/N. 

 

 

Table 1. M/N VS SNR for Pd=0.9 

 

 

M/N 0.05 0.1 0.2 0.5 

SNR(dB) 0.91 - 2.49 -4.3 -5.4 
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Table 2. M/N VS Pd for SNR= -4dB 
M/N 0.05 0.1 0.2 0.5 

Pd 0.48 0.79 0.91 0.94 

 

 

Figure 6 shows the very small effect of compression process to Pfa of CSD technique, where every 

level of compression between M/N=1 to M/N=0.25 with Pd =0.9 needs to be increased at SNR level from  

-7.75 dB to -5.75dB to decrease Pfa from 1 to 0. 

 
 

 
 

Figure 6. Probability of false alarm versus SNR for several M/N 

 

 
Reconstruction error of the recovery algorithm can be explained by several ways like mean square 

error (MSE), reconstruction error Re or by checking the similarity between the original signal with  

the reconstructed signal using correlation coefficient factor Ccs [18]. Reconstruction error is the ratio between 

the norm of difference between the two signals (recovered signal & original signal) to the norm of  

the original signal as [23]: 

 

Re =
‖�̂�−𝑥 ‖

‖𝑥‖
     (14) 

 

Figure 7 shows the reconstruction error effect versus M/N. 

 

 

 
 

Figure 7. Reconstruction error of recovery signal by 𝓁1-norm algorithm 
 

 

Mean square error (MSE) is expressed as: [24] 

 

MSE =
1

𝑁
∑ (𝑥 − 𝑥)2

𝑁   (15) 
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Figure 8 shows the MSE effect versus M/N. 

 

 

 
 

Figure 8. MSE versus compression ratio for recovery signal by 𝓁1-norm algorithm 
 

 

The processing time is related directly to the M/N, since M/N with very small values meet good 

detection performance so that the processing time is decreased with the same range of M/N to very small 

value related to the sensing time required to operate with the whole wideband signal. This is shown clearly in 

Figure 9. 

 

 

 
 

Figure 9. Processing time versus compression ratio M/N 

 

 

6. CONCLUSION  

This paper studied the spectrum sensing techniques with wideband signal. Cyclostationary detection 
with compressive sensing technique is discussed where the received signal is sampled at very low rate  

(0.15 of Nyquist rate) by using DCT basis and random Gaussian sensing matrix to obtain the measurement 

vector which has low sampling rate. From the simulation results, it is clear that cyclostationary detector has 

excellent performance when combined with compressive sensing to deal with wideband signal even if  

the compression ratio is very small. This is very important issue which leads to reduce the processing time 

largely to achieve quick signal acquisition then achieving, accurate and efficient usage of available spectrum. 

The sensing time is very important parameter that acts approximately at all aspects of spectrum sensing 

process and cognitive radio system functions. 
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