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ABSTRACT

This paper presents a new rules-based of a real-time decision system for an autonomous wheeled robot with the holonomic-drive system. The robot uses decisions to avoid collisions with obstacles. The decision rules based on grid-edge-depth map. The grid-edge-depth map represents the obstacle’s position and distance in the environment. The generation process of the grid-edge-depth map presented in previous research. The decisions of the first scenario with no destination point are forward, stop, 90° right turn, and 90° left turn. The decisions of the second and third scenarios with a destination point are forward, stop, 90° right turn, 90° left turn, 45° forward to the right, 45° forward to the left, slide to the right, and slide to the left. The proposal tested in a 5x3 meter living environment. Finally, the experiment resulted in 93.3% of navigation’s success for all the scenarios.
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1. INTRODUCTION

An autonomous wheeled robot needs a real-time decision system to navigate and avoid an obstacle, whether indoors or outdoors. Obstacle avoidance is the ability of a robot to detect the presence of objects that obstruct its movement toward the destination. This ability could be based on image processing using a stereo camera. When using a stereo camera, the system will obtain the disparity map based on a pair of rectified images. After that, the system will calculate the approximate distance between objects detected by a calibrated camera [1, 2]. A stereo camera-based navigation system implemented in [3, 4]. The method improved with the detection process and navigation path recognition. When there is an obstacle, the system decides to skip the path. CNN method used to detect the path and the presence of obstacles by [5]. This method provided the training with some stereo images of obstacles. Based on the training, there was a knowledge model that used to detect and distinguish between obstacle paths [6]. In practice, the obstacle faced by robots was not only static but also sometimes had moving objects.

The next model developed using the Sum of Absolute Difference. This method tried to improve the accuracy of the distance measurement process from the stereo camera. In this model, the robot instructed to move back if it finds the obstacle in front of it at less than 50 cm ahead, then direct it to the right or the left by 90° [7]. The other method, called the block matching algorithm, was used to detect the presence of obstacles in front of the camera, the method based on the disparity map. If the image pixel is darker than the others, it means there is more distance to the object from the camera or robot. The reaction of the robot was to move in reverse or turn 90° to the left or the right if the distance was less than 50 cm [8].

Improvement of the obstacle detection model using object imagery training shown in [9], the method is called a hybrid topology map building. In this study, robots trained with a series of image objects stored in a database. The image captured by the camera and matched with the database. The decision was
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taken to distinguish the objects as an obstacle or a destination point. This purpose required enough memory capacity to store a series of images in the database [9]. Another method of recognizing the obstacles was to use fuzzy logic with a server to process the image [10]. It has been possible to improve the accuracy of the process of recognizing the obstacle or the destination [11]. The method required a vast hardware resource. The image processing process is given to the server and not processed onboard the robot. Therefore, the fuzzy logic algorithm implemented in [12] to detect the obstacles. In this study, the method tried to separate between the obstacles and the background. The robot will restrict the obstacles at least 90 cm apart.

Another researcher tried to develop a block-based motion estimation model to detect the presence of moving objects using a single camera. The objects are still relatively far from the robot, but the weakness in this model is that there is often a fault detection when there is more than one object that moves and is caught by the camera [13]. Subsequent research with potential tire methods improved deficiencies in [13]. This potential tire method is capable of detecting moving obstacles, and can then predict the direction of movement. The method mimics how humans avoid obstacles when they find them while walking, and in this case, humans will try to move from the obstacles to safer places or positions. This method developed from the artificial potential field navigation method first introduced in [14], which initially used as a method to avoid obstacles and path planning on the robot manipulator. The main idea is to create a virtual, potential force field over an object that is 'viewed' by the camera, from which it will return a virtually determined plane of a safe, passable object in the robot navigation [14]. In this method, at each step or iteration, the process of detecting the possibility of a collision was performed. If there is a possibility of a collision, then the tire potential is described on a grid map. A potential tire is a value of confidence by the robot, which the robot must maneuver around the moving obstacles. The amount of this virtual certainty will tend to increase in the direction of movement of the obstacle, from that value being in the predicted position of the obstacle per 2m step before and after the collision, and calculated by (1) [15]:

\[ v_{C(i,j)} = k \frac{c_{max}}{2m} \text{ with } k = 1, 2, ..., 2m \]  

(1)

The next method developed to detect the presence of obstacles was Q-Learning [16]. In this method, the robot is trained with a series of environmental images and also many obstacles. The method creates a knowledge model that allows the robot to recognize the arena of an environment where an obstacle does not exist. Also, with this method, the existence of a moving obstacle can be detected, so the next path to be passed can be determined based on the direction of movement of the obstacle.

Furthermore, the method of navigation, especially for the process of avoiding the obstacle, is Simultaneous Localization and Mapping (SLAM) [17, 18]. This method has always been developed from the outset [4]. The research developed the SLAM method using stereo cameras - the SLAM method implemented in robots using ultrasonic sensors. The method can map itself to the environment and detect the obstacles. Another SLAM method combined with the Artificial Potential Field (APF) method, the following research uses input from the Laser Range Finder (LRF) sensor to determine its position in the environment and then combine this with the potential impact of an obstacle [14-16]. The method in this study simulated to be able to assist the robot in avoiding obstacles that move [19, 20]. An error found at the time of the simulation was a read error by the LRF sensor that disturbs the process of localization of robots in the environment. Parallel tracking and mapping methods that are part of SLAM also used in research [21]. This method can estimate the position of robots in the environment, as is done by GPS sensors.

In [22], the process of separating obstacles and background images of the outdoor environment described. The method was to build a disparity-map followed by a new method called slope analysis (V-Intercept). V-Intercept, if depicted in XY coordinates, is a hollow-shaped slope resembling the letter V, indicating that in the horizontal position (in an image), there is an obstacle. Based on that information, the direction of the vehicle movement path can then be planned [22].

This study is an extension of [13, 24]. In [13], we have proposed the GED-map building that represents the obstacle’s position and distance in the environment. We continue to build rules based-on the GED-map information in real-time. The rules are the exploration result of the best distance and position of the robot to the obstacle. The rules are the new contributions of the present work since we use no other sensor/s except an assembled stereo camera.

2. RESEARCH METHOD

Figure 1 shows our experimental robot in this study. The robot consists of four Omni wheels and four DC motors. They are controlled by an Arduino mega based microcontroller that receives commands from the computer via a USB port. The robot uses a holonomic-drive system that allows the robot to move in
all directions according to a command decision from the system. All the commands coded into an upscale alphabetical code, that is A, B, C, D, E and F, in this case, the robot programmed to go forward (A), backward (B), move to the right (C), move to the left (D), move 45 degrees forward to the right (E), and move 45 degrees forward to the left (F). This study used an assembled stereo camera. The calibration process used a toolbox by Jean-Yves Bouguet [25-27]. Both cameras connected to the computer via a USB port and shown in Figure 1 [3].

2.1. Grid-edge-depth map-based obstacle avoidance model

The yellow boxes in Figure 2 elucidate all of our proposed model in building a GED-map based obstacle avoidance system. In this study, we added some modules or processes to guide the robot headed for its destination utilizing the GED-map. The modules are yellow lamp detection, rules-based decision, and an Arduino-based motor controller. The algorithm of yellow lamp detection and the rules of decision of the direction will describe in the next subchapter.

2.2. Yellow lamp detection

In order to fulfill the requirement of the navigation process, so the robot needs to specify its destination. In this case, the destination of the navigation process is the yellow lamp. The first time before the robot moves to the destination, the system will read the actual x and y position of the detected yellow
lamp from the right image. The entire process described in Algorithm 1. In the next rule, the robot will keep its vision to the destination (yellow lamp) while it is reaching the yellow lamp as a final destination.

Algorithm 1 Yellow lamp detection

Input: An Equalized right image
Crop the image with the ROI Position = [1 1 320 120]
Convert to CMYK
Subtract the image to get the yellow channel
Convert to grayscale
Do median filter two by two matrices
Convert to black and white image with threshold 0.3
Remove pixels from BW matrix that less than 10 pixels
Create the label matrix using 8-connected objects
Get the centroid (x and y) of detected yellow lamp

2.3. Rule-based decision of direction

GED-map gives a content of distance and relative position information of the obstacle from the robot. In this case, we used only a few grids of GED-map. The grids are grid_3_1, grid_3_2, grid_3_3, grid_3_4, and grid_3_5. The whole five grids are in the middle position of GED-map (horizontally and vertically). When the obstacle with height is 30-40 cm and 1 m against the robot, it will appear in the middle of a field of view of the robot (GED-map). The height of the obstacle is the reason for choosing the five grids as a base of decision-making. The next research could use the other grids as decision-making for the input.

Figure 3, Figure 4, Figure 5, Figure 6, Figure 7, and Figure 8 respectively show the decision of the robot to detect the presence of the destination point and the process of avoiding the obstacles along the way to the destination. The decision-maker, in this case, is a programmed laptop as a master controller (MC). The MC will send the command to the slave controller (SC); in this case, the SC is a microcontroller (ATmega2560 based).

First of all, Figure 3 shows the flowchart in detecting the destination object (yellow lamp). Once the system started the robot, the MC will read the presence of the yellow lamp. The system reads the right image. In detecting the edge of the object, the system used the right image. After this, MC reads the depth map and GED-map data. The MC will ensure the yellow lamp exists. When MC finds no yellow lamp, the MC commands the SC to stop the robot. When the yellow lamp exists, the MC reads the x-y position of the yellow lamp and understands the depth map value at the same x-y position. The system will get the distance of the yellow lamp from the robot.

Still in Figure 3, when the position of the yellow lamp is correct, and the distance is <= 65 cm and the value of grid_3_3 is <= 65 cm then the MC commands the SC to stop or break the robot. When the distance of yellow lamp is > 65 cm and the value of grid_3_2 is > 65 cm, grid_3_3 is > 65 cm, and dan grid_3_4 > 65 cm, the decision of system is shown in Figure 4.

When the system finds no obstacle in front of it, the decision or command from the MC to the SC is forward to the yellow lamp. However, if the system finds a very close to the obstacle or its distance is < 65 cm, then the decision will be related to Figure 6. The very close obstacle is when the length from the robot is < 65 cm, and if the distance is > 65 cm, the obstacle is not too close to the robot yet.

The system also preserves the x (horizontal) position of yellow lamp greater or equal than 135 pixels, smaller or equal than 185 pixels, and the position of y position smaller than 130 pixels (135 > = x <=185). Based on the exploration, these x-y positions enable the system to adjust the robot position to the yellow lamp not too frequently. At first the value of x was 150 >= x <=170 pixel. Then the x value was enlarged to 50 pixels (135 > = x <=185) as mentioned before. The y value was set to < 130 pixels so as not to detect the shadow of the yellow lamp on the floor.

Figure 5 shows the decision of the system to preserve the position of the robot. The system will decide to turn the robot to the right, or the left one degree when the x position of the yellow lamp is >=135 and x position of the yellow lamp is <= 185 horizontally. Turn the robot one degree to the left or the right moves the robot more smoothly.

Figure 6 shows the first condition when the robot is too close to the obstacle. The state is the continuation of Figure 4. If the MC found an obstacle and the distance to the robot is less than 65 cm at the left front of it (grid_3_2 < 65 cm and grid_3_3 < 65 cm) while the distance to the yellow lamp is more than 65 cm, then MC will command the SC to move the robot to the right about 12 cm (in 2.5 seconds). If the distance of the yellow lamp is less than 65 cm, it means the robot reached the goal, and the MC will command to the SC to stop the robot.

Figure 7 shows the condition when the robot is not too close to the obstacle (the distance is more than 65 cm). The state is the continuation of Figure 6. When the MC of the robot detects the obstacle to the left front of it (grid_3_2 < 65 cm, grid_3_3 > 65 cm, grid_3_4 > 65 cm and grid_3_5 > 65 cm), then the
system checks the distance to the yellow lamp. If the distance from the yellow lamp to the robot is < 65 cm, then the MC commands the SC to stop or brake the robot; but if the distance from the yellow lamp to the robot is > 65 cm, then the MC commands the SC to 45 degrees right forward about 5 cm (in one second). If the system finds another condition of the obstacle’s distance and relative position, the decision will show in Figure 8.

Figure 8 shows the second condition when the robot is too close to the obstacle. When the obstacle found in the left front of the robot (grid_3_1 < 65 cm, grid_3_2 < 65 cm, grid_3_3 < 65 cm, and grid_3_4 > 65 cm) and the distance of the yellow lamp is more than 65 cm, the MC commands the SC to shift to the right 5 cm (in 1 second); but if the distance of the yellow lamp is less than 65 cm, the MC commands the SC to stop or break the robot. When the obstacle is found to the right front of the robot while the distance of the yellow lamp is more than 65 cm, the MC commands the SC to shift to the left 5 cm (in 1 second), or the MC commands the SC to stop the robot if the distance of the yellow lamp is less than 65 cm. The end of every decision will be back to terminal B to loop the process of detecting the goal of navigation (the yellow lamp).

As mentioned before, GED-map informs about the distance and the position of the obstacles. In this case, we utilize some of the grid information to decide the direction of the robot when moving in the environment. The evaluation of decision rules in some scenarios based on the experiment described in the next chapter.

![Flowchart of destination detection](image-url)
Figure 4. Flowchart of the decision when finding no obstacle

Figure 5. Checking and preservation position of the robot toward the yellow lamp
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Figure 6. The decision when the robot is too close to the obstacle (1)

Figure 7. The decision when the robot is not too close to the obstacle and its illustration
2.4. The evaluation scenarios

In order of evaluation of the proposed method, the experiment conducted in 3 scenarios. The first, the second, and the third scenarios, will examine the consistency of rule-based decision of directions. Figure 9 shows the first scenario in avoiding an obstacle at 210 cm distance. The obstacle is a box 37 x 12 x 33 cm in size. The distance of the robot to the goal is about 390 cm. The goal is a yellow lamp on the 30 cm height of the table. Figure 10 shows the second scenario in avoiding a pair of obstacles at 130 cm distance. The obstacles are a pair of 25 x 25 cm chairs. The gap between the chairs is 60 cm. Figure 11 shows the third scenario. The robot must go to the destination while avoiding three obstacles. The obstacles in the first and second scenarios will combine in the third scenario. For all the scenarios, the robot should achieve the goal while the distance toward the goal is \( \leq 50 \) cm. After that, the traveling time of the robot will be equal since its velocity is 5 cm/second.
3. RESULTS AND ANALYSIS

The proposed method is applied to build a collision-avoidance system utilizing the GED-map and stereo vision system. The following paragraphs describe the results of experiments of this study. The description of GED-map’s generation process could found in [28, 29].

3.1. Real-time in-building collision avoidance evaluation

Table 1, Table 2, and Table 3, respectively, show the experimental result of each scenario. Every scenario had fifteen-time trials. The distance of the robot’s start position and the goal (the yellow lamp) is about 390 cm. The distance when the robot reaches the target is <=55 cm as the previous research has done. Afterwards, if the minimum distance to the goal achieved and there is no collision with the obstacles, then the status of the trial is ‘OK’. When it found any collision and or the distance is more than 55 cm, the trial status will be ‘FAILED’. The documentation when the robot was avoiding an obstacle depicted in Figure 12 as scenario 1. Figure 13 showed the condition when the robot was avoiding two obstacles (scenario 2). Figure 14 showed the documentation when the robot was avoiding three obstacles (scenario 3).

<table>
<thead>
<tr>
<th>Trial number</th>
<th>Ground Truth (cm)</th>
<th>Traveled distance (cm)</th>
<th>Robot’s distance to the goal (cm)</th>
<th>Time traveled (second)</th>
<th>Trial status</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>390</td>
<td>350</td>
<td>40</td>
<td>48</td>
<td>OK</td>
</tr>
<tr>
<td>2</td>
<td>390</td>
<td>355</td>
<td>35</td>
<td>49</td>
<td>OK</td>
</tr>
<tr>
<td>3</td>
<td>390</td>
<td>355</td>
<td>35</td>
<td>56</td>
<td>OK</td>
</tr>
<tr>
<td>4</td>
<td>390</td>
<td>354</td>
<td>36</td>
<td>54</td>
<td>OK</td>
</tr>
<tr>
<td>5</td>
<td>390</td>
<td>354</td>
<td>36</td>
<td>46</td>
<td>OK</td>
</tr>
<tr>
<td>6</td>
<td>390</td>
<td>345</td>
<td>45</td>
<td>58</td>
<td>OK</td>
</tr>
<tr>
<td>7</td>
<td>390</td>
<td>344</td>
<td>46</td>
<td>57</td>
<td>OK</td>
</tr>
<tr>
<td>8</td>
<td>390</td>
<td>337</td>
<td>53</td>
<td>49</td>
<td>OK</td>
</tr>
<tr>
<td>9</td>
<td>390</td>
<td>354</td>
<td>36</td>
<td>53</td>
<td>OK</td>
</tr>
<tr>
<td>10</td>
<td>390</td>
<td>351</td>
<td>39</td>
<td>50</td>
<td>OK</td>
</tr>
<tr>
<td>11</td>
<td>390</td>
<td>350</td>
<td>40</td>
<td>49</td>
<td>OK</td>
</tr>
<tr>
<td>12</td>
<td>390</td>
<td>350</td>
<td>40</td>
<td>43</td>
<td>OK</td>
</tr>
<tr>
<td>13</td>
<td>390</td>
<td>331</td>
<td>59</td>
<td>50</td>
<td>FAILED</td>
</tr>
<tr>
<td>14</td>
<td>390</td>
<td>335</td>
<td>55</td>
<td>50</td>
<td>OK</td>
</tr>
<tr>
<td>15</td>
<td>390</td>
<td>340</td>
<td>50</td>
<td>47</td>
<td>OK</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Trial number</th>
<th>Ground Truth (cm)</th>
<th>Traveled distance (cm)</th>
<th>Robot’s distance to the goal (cm)</th>
<th>Time traveled (second)</th>
<th>Trial status</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>390</td>
<td>351</td>
<td>39</td>
<td>43</td>
<td>OK</td>
</tr>
<tr>
<td>2</td>
<td>390</td>
<td>351</td>
<td>39</td>
<td>49</td>
<td>OK</td>
</tr>
<tr>
<td>3</td>
<td>390</td>
<td>349</td>
<td>41</td>
<td>45</td>
<td>OK</td>
</tr>
<tr>
<td>4</td>
<td>390</td>
<td>353</td>
<td>37</td>
<td>43</td>
<td>OK</td>
</tr>
<tr>
<td>5</td>
<td>390</td>
<td>350</td>
<td>40</td>
<td>58</td>
<td>OK</td>
</tr>
<tr>
<td>6</td>
<td>390</td>
<td>331</td>
<td>59</td>
<td>40</td>
<td>FAILED</td>
</tr>
<tr>
<td>7</td>
<td>390</td>
<td>352</td>
<td>38</td>
<td>43</td>
<td>OK</td>
</tr>
<tr>
<td>8</td>
<td>390</td>
<td>340</td>
<td>50</td>
<td>47</td>
<td>OK</td>
</tr>
<tr>
<td>9</td>
<td>390</td>
<td>340</td>
<td>50</td>
<td>46</td>
<td>OK</td>
</tr>
<tr>
<td>10</td>
<td>390</td>
<td>349</td>
<td>41</td>
<td>47</td>
<td>OK</td>
</tr>
<tr>
<td>11</td>
<td>390</td>
<td>347</td>
<td>43</td>
<td>46</td>
<td>OK</td>
</tr>
</tbody>
</table>
Table 3. The result of scenario 3

<table>
<thead>
<tr>
<th>Trial number</th>
<th>Ground Truth (cm)</th>
<th>Traveled distance (cm)</th>
<th>Robot’s distance to the goal (cm)</th>
<th>Time traveled (second)</th>
<th>Trial status</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>390</td>
<td>340</td>
<td>50</td>
<td>43</td>
<td>OK</td>
</tr>
<tr>
<td>2</td>
<td>390</td>
<td>340</td>
<td>50</td>
<td>49</td>
<td>OK</td>
</tr>
<tr>
<td>3</td>
<td>390</td>
<td>350</td>
<td>40</td>
<td>45</td>
<td>OK</td>
</tr>
<tr>
<td>4</td>
<td>390</td>
<td>348</td>
<td>42</td>
<td>43</td>
<td>OK</td>
</tr>
<tr>
<td>5</td>
<td>390</td>
<td>345</td>
<td>45</td>
<td>48</td>
<td>OK</td>
</tr>
<tr>
<td>6</td>
<td>390</td>
<td>331</td>
<td>59</td>
<td>40</td>
<td>FAILED</td>
</tr>
<tr>
<td>7</td>
<td>390</td>
<td>350</td>
<td>40</td>
<td>43</td>
<td>OK</td>
</tr>
<tr>
<td>8</td>
<td>390</td>
<td>350</td>
<td>40</td>
<td>47</td>
<td>OK</td>
</tr>
<tr>
<td>9</td>
<td>390</td>
<td>348</td>
<td>42</td>
<td>46</td>
<td>OK</td>
</tr>
<tr>
<td>10</td>
<td>390</td>
<td>356</td>
<td>34</td>
<td>47</td>
<td>OK</td>
</tr>
<tr>
<td>11</td>
<td>390</td>
<td>346</td>
<td>44</td>
<td>46</td>
<td>OK</td>
</tr>
<tr>
<td>12</td>
<td>390</td>
<td>352</td>
<td>38</td>
<td>43</td>
<td>OK</td>
</tr>
<tr>
<td>13</td>
<td>390</td>
<td>345</td>
<td>45</td>
<td>45</td>
<td>OK</td>
</tr>
<tr>
<td>14</td>
<td>390</td>
<td>340</td>
<td>50</td>
<td>48</td>
<td>OK</td>
</tr>
<tr>
<td>15</td>
<td>390</td>
<td>345</td>
<td>45</td>
<td>48</td>
<td>OK</td>
</tr>
</tbody>
</table>

3.2. Discussion

Grid-Edge-Depth map built-in 0.09–0.14 second and enabled the real-time decision. The system decides while the robot is moving toward its goal position. As inputs of decision, the system uses the information of object’s distance from grid_3_1, grid_3_2, grid_3_3, grid_3_4 and grid_3_5. In this study, we found the ideal distance to detect the presence of object or obstacle and field of view positioning of the robot’s vision to the yellow lamp as a goal. The ideal distance to detect the presence of the obstacle is
65-100 cm. When the distance of obstacle is between 80-100 cm, the decision of direction to avoid the collision are 45 degrees to the left front and or 45 degrees to the right front. When the distance of the obstacle is less than 65 cm, the decision of direction to avoid the collision is a shift to the right or shift to the left.

In order to keep the position of the robot’s field of view to the yellow lamp, we found the best positioning system of it. It is 135 >= x position of the yellow lamp <=185, and y position of the yellow lamp is < 130. The size of the acquired image is 320x240 pixels. By this positioning, we found the robot was not moving too much to keep its field of view toward the yellow lamp. Related to the obstacles, we try out some obstacles with a different color in the experiment. The obstacle is little kids’ black chairs, 30 cm height tables, and a 40x10x40 cm white box.

The average travel time of scenario 1 (all trials) is 50.6 seconds, while it is 50.8 seconds for ‘OK’ only status. The average distance traveled by the robot is 347 cm for all trials and 350 cm for ‘OK’ only status in scenario 1. The success rate of scenario 1 in reaching the goal without colliding or nudging the obstacle is 93.3%. Hereafter, the average travel time of scenario 2 (all trials) is 45.1 seconds, and 45.9 seconds for ‘OK’ only status. The average distance traveled by the robot is 346 cm for all trials and 348 cm for ‘OK’ only status in scenario 2. The success rate of scenario 2 in reaching the goal without nudging the obstacles is 93.3%. The last scenario (scenario 3) has an average travel time of 45.4 seconds for all trials, and 45.8 seconds for ‘OK’ only status. The average distance traveled by the robot is 346.3 cm for all trials and 346.9 cm for ‘OK’ only status. The success rate of scenario 3 in reaching the goal without nudging any of the obstacles is 93.3%. This achievement because of the GED-map based rule decision equipped with position estimation, while [30-32] were not. So, it has been more accurate than the previous method in deciding the robot’s movement. show the documentation of experiments using three scenarios in this study. The ‘FAILED’ status found when the distance of the robot reach to the goal 59 cm in the thirteenth trial, the sixth trial, and the sixth trial of the first, second, and the third scenarios respectively - this 9 cm based on the maximum difference between real distance measurement and system measurement of the GED-map.

4. CONCLUSION

We have discussed the evaluation of this study. The rule-based decisions of the robot utilizing the GED-map have succeeded in anticipating the collision with the obstacle in real-time. The processing time since the image acquisition process to the decision process is 0.09 – 0.14 seconds. The success rates of the first, second, and third scenarios in reaching the goal without colliding or nudging the obstacle are 93.3%, 93.3%, and 93.3% respectively. When the robot found the obstacles and the position of the obstacle was in front of the robot, we found a consistency of decision-making by the system in avoiding it.
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