LE-OLSR protocol performance evaluation in various energy conditionsof mobile ad-hoc and sensor wireless networks
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ABSTRACT
A mobile Ad hoc and sensor wireless network commonly includes various mobile devices and sensors with limited resources. In such network, energy constraint and link stability are the most critical parameters to take into consideration when deploying routing mechanisms, to assure reliable communication between nodes. These requirements are due to the network scalability and the absence of a fixed infrastructure, which may cause a rapid depletion of the nodes batteries and leads onto network link breakages. LE-OLSR (Lifetime Enhancement - Optimized Link State Protocol) is a variant of the existing OLSR. This latter is widely used as routing protocol for mobile ad-hoc and wireless sensor networks. LE-OLSR implements a new load balancing algorithm; it takes into account energy constraints of a node when selecting routers, responsible for forwarding data packets over the entire network. The aim of our work is to study and simulate the LE-OLSR protocol behavior in realistic mobile environments, including scenarios with various residual energy constraints schemes. The performed simulations had shown that LE-OLSR performances decrease compared to the case of ideal mobile network. Nevertheless, LE-OLSR had shown persistence and fair results in the realistic environment. The obtained results show that LE-OLSR protocol is an adequate and a prime solution for dense mobile ad-hoc networks.
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1. INTRODUCTION
Energy remains one of the critical resources in mobile ad hoc networks [1], knowing that nodes are battery-powered, with a limited capacity. Afterwards, when the energy deplete in some, it causes subsequently a loss of connectivity and leads to a network partitioning. Hence, for effective deployment of large scale ad hoc networks, it is necessary to develop mechanisms that take into account the limited battery life of mobile devices.

Moreover, the absence of a centralized administration and a fixed infrastructure make the implication of all network nodes mandatory, especially in the packet forwarding process. Within mobile ad hoc networks the connectivity is ensured by each node, which is required to play the role of host and router to guarantee the traffic delivery activity [2]. Hence, any node can be sought to contribute in various operations, like: path discovery, routing packets and also for the route maintenance process when the topology change. This permanent activity of nodes within a mobile ad hoc networks draws of their limited resources, where each node should keep listening to the channel in order to intercept and rebroadcast control packets.
Moreover, the free mobility of nodes requires challenges for routing data in such networks [3]. Route failures produce a permanent appeal of the discovery and the maintenance process implementing by routing protocols [4]. Therefore, a new routing mechanism should keep energy optimization as a most criterion in order to assure network services for a long time as possible [5]. The link breakage between nodes may be caused by many reasons, such as a failure of an intermediate node or a discharge of its battery [6]. This situation is so critical for such networks and creates which make some nodes unreachable. To avoid this concern, routing protocols should be energy aware, and routes established between nodes should be maintained by electing nodes with a high energy level [7].

In the literature, a variety of routing protocols designed for mobile ad hoc and sensor wireless network have been proposed, taking into account the energy constraints of a network, in order to enhance the efficiency in terms of a reliable data transfer and to assure a desired level of Quality of Service (QoS). [8, 9]

OLSR (Optimized Link State Routing) [10], is one of proactive protocols, widely used in mobile ad hoc and sensor wireless networks. The optimization process in OLSR is related to multipoint relay (MPR) concept. An MPR is a node which is selected as a router among its neighbors due to its position. The MPR will play a role of a router responsible of forwarding data packets coming from its neighbors. MPRs are also responsible for forwarding control and topology packets for route discovery process. This aims to minimize the flooding of control traffic. OLSR contains two types of control messages: neighborhood and topology messages, known as Hello messages and Topology Control (TC) messages. OLSR provides two main features: Neighbor Discovery and Topology Dissemination. With the help of these two main features, each node will be able to construct a set of routes over the entire network [10-13].

Moreover, the established routes may not be energy efficient in OLSR. To enhance the QoS of mobile ad hoc networks using OLSR as routing protocol, the MPRset selection process should include the residual energy level as a criterion, in addition to the position of a node within the network. The association of those two parameters allow a node to elect a set of nodes among its neighbors as MPRs that can be energy aware and may to relieve nodes which has been selected as routers for a long time, due to their position. That is why, in a previous work, we updated the heuristic of the basic OLSR for performing the MPR set, to take into account both energy level of a node and its reachability degree. We introduced a mechanism to enhance the reachability of a node in order to give more chance to become a router. By this way, we assure a load-balancing for routing activity upon the entire network. Anew variant of OLSR was named LE-OLSR (Lifetime Enhancement-OLSR) [14], which represents the basis of our work and will be detailed in the following sections of our present paper. A second variant named WRE-OLSR (Weighting between reachability and energy – OLSR) [15], that implements a new process for the MPRset selection, based on a weighting between the position of a node in the network and its residual energy. Despite the highest reachability level of a node due its position, it may not be selected as MPR if its energy becomes low. Hence, we can avoid holes in the network core, caused by the permanent solicitations of nodes as routers due to their position. Simulation results in [14, 15] have shown an enhancement in the quality of service (QoS) parameters, like the control overhead, the average end to end delay and dead nodes, by implementing these new protocols. Consequently, this process increases significantly the lifetime of the network, even when the energy resources of nodes becomes low.

In this paper, we focused on studying LE-OLSR [14], performances when it’s implemented for a realistic environment, by considering various topologies and energy level scenarios. Realistic ad-hoc networks may be built by nodes with various battery capacities. Thus, we should evaluate and validate our protocol by choosing scenarios which can be close to the reality.

The remaining parts of this paper follow the pattern highlighted as discussed here: the second section presents the protocol LE-OLSR and its contribution to the basic OLSR protocol. The third section includes simulation environment scenarios used in NS-2 simulator. Based on simulations results, in the Section 4, we measure and evaluate the performance of LE-OLSR protocol in a dynamic environment similar to the reality, where the nodes start with a random initial energy, comparing to an ideal scenario where nodes have the same amount of battery capacity. Finally, Section 5 summarizes discussions and concludes this work.

2. LE-OLSR VS OLSR AND ENERGY OPTIMIZATION SCHEME

Before discussing about LE-OLSR [14] which is the focal point of our study, let us give a brief description of the OLSR protocol. OLSR is one of the proactive protocols implemented in ad-hoc and sensor wireless networks. This protocol is based on the selection of an MPRset among the node neighbors, which are responsible to relay data from this node to rest of the network, based on the essential criterion which is the reachability of a node (i.e the position of a node) [10]. The RFC (Request For Comment) 3626 defines the first version of OLSR. Afterwards, RFCs 5444 [11] and RFC5497 [12] defined other versions of OLSR, adding some functionalities while keeping the same process of the network core.
RFC3626 defines the core routing process of OLSR by three different types of messages. Each node within the mobile network maintains updated information on the link state by flooding control messages which are "TC" for "Topology Control" and "Hello" in OLSR case. Nodes use the exchanged information to calculate the optimal path to other nodes when desiring to transmit useful data.

OLSR contains a kind of control traffic messages (TC messages), periodically exchanged by nodes to build links map with their neighbors [16]. "Hello" messages are types of broadcasted messages to discover symmetric links with their one-hop neighbors. By this way, nodes may construct their neighbor tables and to select their MPRs. The neighborhood discovery process allows a node to calculate the "MPRset" and another important table named "MPR selector set" that represents nodes which have selected the present node as MPR. After the neighborhood process, the MPRs selected can exchange other control messages called "TC: Topology Control" in order to construct the topology table and declare their selectors.

A previous work in [17], demonstrates that a node playing a role of MPRs for a long-time exhaust rapidly its residual energy, comparing to a non MPR-node. This phenomenon seems very critical and drastically degrade the stability of a mobile ad hoc network, even when MPRs are selected based on their positions. The death of central nodes creates holes and generates link breakages between nodes.

LE-OLSR, uses the "reserved" fields available in HELLO and TC messages to transmit residual energy level information for each node. This information is then associated with the value of the ‘willingness’ field. The “Willingness” field of a node is specified by an integer varying from 0 to 7 and indicates the ability of a node to play the MPR role. So, nodes should inform their neighbors about their capacities by using the “Willingness” field in the HELLO packets.

Another aspect has been observed in the functioning of the basic OLSR protocol; when nodes reach their minimum level of capacity (WILL_LOW) they inform other nodes that they are not able to become MPRs. This, decreases the optimum MPR number, increases the control overhead and degrades performances in terms of network lifetime. Control packets are flooded over the entire network and further degrade nodes capacity. To avoid this unwanted situation, LE-OLSR implements the “MPRselset” table which contains nodes which have selected the present node as MPR. This means that if theMPRselset of a node is empty, so the present node has not been selected as MPR due its residual energy or its position in the network. Afterwards, the basic OLSR algorithm of MPR selection is modified by introducing a dynamic threshold, which decreases automatically by one (1) when MPRselset of the node is empty. This process is obviously described by the following algorithm which associates the energy level of a node to its willingness as shown in Figure 1.

Upon receiving a Hello message, a node updates its repositories with information gathered from its neighborhood. An empty MPRselset of the computing node would signify that it has not been selected as MPR due its energy level. Hence, it decreases its willingness level to tell other nodes that it can be MPR for another time in order to avoid the absence of MPRs within the network.

![Figure 1. Algorithm (1) for association between the willingness and the energy of a node](image)

3. RESEARCH METHOD

Simulations performed in [15] assumed that all nodes of the network have initially the same and the maximum amount of the energy. But, in the reality, a mobile ad-hoc network can be randomly built by mobile devices in order to temporarily exchange data. A non-fixed infrastructure of such networks and their mobility intends us to study the efficiency of LE-OLSR within several random scenarios in order to evaluate its QoS performances. In our present research work, we evaluate and analyze the QoS performances of LE-OLSR protocol. The main goal of our analysis is to investigate the behavior of our proposed scheme under two different environments, namely:

a) Static environment with a constant initial energy of 100 joules for each node.
b) Dynamic environment with a variable initial energy within the interval [50 joules, 100 joules].

At first, we performed a script that generates a variable called RNG (Random Number Generation).
This script allows us to generate random number between 50 and 100. The performed script is written in TCL/tk [18, 19] language as follows:

```
set rng [new RNG]
$rng seed 1
set u [new RandomVariable/Uniform]
$s set max_100
$s set min_50
$s use = $rng $rng
```

The “seed” value in the previous script, allows generating variable environments with different initial energies for nodes. At next, in order to generate uniform random initial energy for nodes, the following source code was added to the TCL script responsible for generating scenarios within NS2. This script will create a random number “u” varying between 50 and 100. After that, the random variable “u” will be associated with the initial energy of a node by the following TCL script:

```
set god [create – god $opt(nn)]
for (set i 0) {i < $opt(nn)} [incr i] {
$ns_node – config – initialEnergy [Su value]
set node ($@) $ns_node
$node ($@) random – motion 0
$god_new_node $node ($@)
}
```

The implementation of these two scripts will allow us generating random scenarios with different residual energies distributions. For each “seed” value we can create a new energy distribution of nodes and we will test the LE-OLSR performances according to this distribution.

The Simulations were conducted using NS 2.35 [20, 21], under different mobility and density scenarios, where we varied node velocity and node density. Nodes in the simulation move according to Random Waypoint Mobility model each node is then assigned a particular trajectory, and the “two ray ground propagation model” is used [22]. We select the number of network nodes to be 60 in an area of 870*870 square meters while changing the speed. We set the speed of nodes movement at 1m/s when varying the nodes number. The simulation duration for every scenario is 300 seconds. During each simulation, constant bit-rates (CBR) connections are generated, and each CBR connection produces 2 packets per second with a packet size of 512 bytes. Simulation parameters are summarized in Table 1.

As discussed, Table 1 illustrates that for the dynamic environment, three different energy scenarios will be simulated, depending on the “seed” value.

<table>
<thead>
<tr>
<th>Table 1. Simulation parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameters</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Transmission Area</td>
</tr>
<tr>
<td>Nodes Number</td>
</tr>
<tr>
<td>Node Speed</td>
</tr>
<tr>
<td>Simulation Time</td>
</tr>
<tr>
<td>Traffic Type</td>
</tr>
<tr>
<td>Connections Number</td>
</tr>
<tr>
<td>Packet Rate</td>
</tr>
<tr>
<td>Initial Energy</td>
</tr>
<tr>
<td>Rx Power</td>
</tr>
<tr>
<td>Tx Power</td>
</tr>
<tr>
<td>Idle Power</td>
</tr>
<tr>
<td>Idle Power</td>
</tr>
<tr>
<td>Routing Protocol</td>
</tr>
<tr>
<td>Mac Layer</td>
</tr>
</tbody>
</table>

4. RESULTS AND DISCUSSION

In what follows, we will study the behavior LE-OLSR and its performances in terms of QoS [23] of the mobile ad hoc networks, especially for variable environments. So, metrics chosen are:

a) Average delay: specifies the mean time taken for a packet to reach its destination. If the packet exceeds a certain delay time, it is considered as an undesired packet and it is automatically discarded by routers [24].

b) Control Overhead: The control overhead parameter determines the number of routing packets (Hello and TC) needed to be exchanged in order to deliver the payload (data packets) [25]. This metric is crucial in order to evaluate the performance of a routing protocol. An increase of control packets means
more energy wasted by nodes and directly affects the network lifetime.

c) Dead Nodes: As discussed earlier, the willingness of a node measures its ability to forward traffic from a
node to its neighbors [26]. Thus, it is a critical parameter to perform the MPRset of a node. A dead node
has willingness in the interval of WILL_NEVER, so it can only send its data rather than routing traffic.

The section below depicts results gained by various simulations performed and the discussion area.

4.1. Statistical analysis based on the average delay

To corroborate our approach, we performed a statistical analysis based on calculating the correlation
coefficient between LE-OLSR and OLSR, taking as variable the average delay for both; density and
mobility. The average delay obtained by simulation is illustrated by Table 2. Table 3 below depicts the
correlation coefficient, calculated for each case:

<table>
<thead>
<tr>
<th>Density (nodes number)</th>
<th>LE-OLSR</th>
<th>OLSR</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>1.16E-04</td>
<td>7.76E-03</td>
</tr>
<tr>
<td>60</td>
<td>6.57E-04</td>
<td>2.34E-03</td>
</tr>
<tr>
<td>80</td>
<td>9.31E-04</td>
<td>7.25E-03</td>
</tr>
<tr>
<td>100</td>
<td>1.26E-03</td>
<td>1.79E-02</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mobility (nodes speed)</th>
<th>LE-OLSR</th>
<th>OLSR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.06E-04</td>
<td>2.92E-03</td>
</tr>
<tr>
<td>3</td>
<td>1.99E-04</td>
<td>3.15E-03</td>
</tr>
<tr>
<td>5</td>
<td>1.55E-04</td>
<td>1.50E-03</td>
</tr>
<tr>
<td>8</td>
<td>1.16E-04</td>
<td>2.09E-03</td>
</tr>
</tbody>
</table>

Then we computed the correlation as follows [27]:

\[
\hat{r} = \frac{n \sum \Sigma xy - \Sigma x \Sigma y}{\sqrt{n \sum x^2 - (\Sigma x)^2} \sqrt{n \sum y^2 - (\Sigma y)^2}}
\]

\( r \): correlation coefficient
\( x \): nodes number (20, 40, 60, 80)
\( y \): the average delay value
\( n \): number of samples (4 in our case)

Therefore, we can evaluate the strength of the relationship between the average delay and both
density and mobility, in both two cases: OLSR and LE-OLSR. Figures 2 and 3 illustrate a comparison in
terms of correlation between LE-OLSR and OLSR.

A correlation coefficient closer to 1 signifies that the relationship between the average delay and the
density (mobility) is stronger. According to Table 3 and Figures 2 and 3, the obtained results show obviously
that the variation of the packet delay in case of LE-OLSR is highly dependent on the density or the mobility
of the network, compared to the basic OLSR protocol.

![Figure 2. Linear regression plot of OLSR and LE-OLSR for Average delay Vs density](image-url)

(a) OLSR (b) LE-OLSR
Figure 3. Linear regression plot of OLSR and LE-OLSR for Average delay Vs Mobility
(a) OLSR (b) LE-OLSR

In case of density, the correlation coefficient "r" is about 0.99 for LE-OLSR instead of 0.78 for OLSR. This means that the behavior of LE-OLSR is linear and predictable when the network density increases, which is not the case for OLSR. When it comes to mobility, the correlation is less than the density for LE-OLSR but always much better than OLSR. These obtained results confirm that our approach LE-OLSR is validated and outperforms the basic OLSR protocol, even for different energy constraints scenarios.

4.2. QoS metric performances evaluation for LE-OLSR within different energy scenarios

The Quality of Service (QoS) [27] is defined as a set of service requirements that needs to be guaranteed by the network while transporting a packet stream from a source to its destination. The network is expected to assure a set of measurable service attributes to users in terms of end-to-end performance, Power consumption and end to end delay which are more specific to mobile ad hoc networks [28, 29]. Furthermore, our concern is to study the efficiency of LE-OLSR in terms of energy consumption and the network lifetime.

As explained earlier, we performed scripts within NS2 to generate various scenarios, allowing us to study the behavior of LE-OLSR within realistic ad-hoc and sensor networks. Thus, we created three different random environments named (seed1, Seed3, seed5) and we compared the evolution of the QoS criterions when implementing LE-OLSR in both ideal and real environment.

4.3. Effect of node density and node mobility on the control overhead

Figure 4 illustrates the evolution of the control overhead when varying the initial residual energy of nodes for different scenarios. We notice that, the control overhead of the different scenarios increases when the nodes number becomes important and when the network seems highly mobile. This is due to the proactive scheme of OLSR, it can be explained by the fact that nodes exchange a huge number of control packets to build or maintain routes within the whole network to avoid link breakage when both density and mobility increase.

Figure 4. Effect of node density and node mobility on control overhead
(a) network density (b) network mobility
It’s obvious according to the figure 4, that the control overhead is affected by the dynamic environment in both “density” and “mobility” case. In the static LE-OLSR the control overhead varies within the interval [4866, 33645]. However, it increases when implementing LE-OLSR within a random scenario where the interval is [4066,36866]. A lifetime efficient protocol should generate less control packets for transmitting the same amount of data packets. The rise of the control packets between the LE-OLSR and the three variable scenarios is about 11% for the density, and more than 30% in the mobility case. When density increases, LE-OLSR keeps its performances for both random and ideal ad hoc network. In case of mobility, we should take more care about the initial residual energy of nodes.

4.4. Effect of node density and node mobility on dead nodes

Dead nodes are nodes with a discharged battery (less than 5% of the initial residual energy in our case) due to their activity within the ad hoc network [30]. A dead node is not able to forward packets to its neighborhood. This means that an increase number of dead nodes, especially those which have a strategic position, generates more route failures and requires more calculation of route discovery, which produces additional control traffic that consumes more bandwidth and leaves less capacity for data traffic.

Figure 5, shows the variation of dead nodes for LE-OLSR in the ideal case and when generating random scenarios, for both density and mobility. According to the figure 5, the ratio of dead nodes is relatively stable for LE-OLSR, in the ideal case and when generating random scenarios. The dead node interval is between 11 and 68. Instead, for OLSR the dead nodes number increases drastically to reach 91. However, in the mobility case, dead nodes number for LE-OLSR in random scenarios exceeds the number of dead nodes for basic OLSR.

![Graph](image)

Figure 5. Effect of node density and node mobility on dead nodes (a) network density (b) network mobility

Identically to the evolution of the control overhead, we conclude that the LE-OLSR outperforms OLSR for both static and random scenarios when network becomes dense. However, we should pay attention to the initial energy constraints when implementing LE-OLSR in a highly mobile network.

5. CONCLUSION

The main objective of this paper was to study the behavior of LE-OLSR protocol in wireless ad hoc and sensor networks in different scenarios similar to the reality, where battery capacity level of nodes varies from one node to another.

In this work, we evaluated LE-OLSR protocol according to different QoS metrics; average delay, control overhead and dead nodes. The various performed simulations illustrate that LE-OLSR shows a slight decrease in its performance when we implement it in a realistic mobile ad hoc and wireless sensor environment.

In the density case, LE-OLSR kept its performance for both ideal and realistic environments and outperforms the basic OLSR. On the other hand, the mobility of nodes affects the LE-OLSR performances and leads to a degradation in the QoS. Based on the tolerance degree, we can say that LE-OLSR acts better in deterministic networks, where the initial residual energy of nodes is well known.
The obtained results make LE-OLSR a strong candidate and very useful option for all type of a dense mobile wireless networks that implement a large number of mobile nodes. Our contribution may improve performance the existing networks, through our reliable concept of lifetime enhancement.
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